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Abstract

Over the past several years, rapid advances in computational hardware, quantum chemical methods, and mixed quantum

mechanics/molecular mechanics (QM/MM) techniques have made it possible to model accurately the interaction of ligands with
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metal-containing proteins at an atomic level of detail. In this paper, we describe the application of our computational methodology,

based on density functional (DFT) quantum chemical methods, to two diiron-containing proteins that interact with dioxygen:

methane monooxygenase (MMO) and hemerythrin (Hr). Although the active sites are structurally related, the biological function

differs substantially. MMO is an enzyme found in methanotrophic bacteria and hydroxylates aliphatic C�/H bonds, whereas Hr is a

carrier protein for dioxygen used by a number of marine invertebrates. Quantitative descriptions of the structures and energetics of

key intermediates and transition states involved in the reaction with dioxygen are provided, allowing their mechanisms to be

compared and contrasted in detail. An in-depth understanding of how the chemical identity of the first ligand coordination shell,

structural features, electrostatic and van der Waals interactions of more distant shells control ligand binding and reactive chemistry

is provided, affording a systematic analysis of how iron-containing proteins process dioxygen. Extensive contact with experiment is

made in both systems, and a remarkable degree of accuracy and robustness of the calculations is obtained from both a qualitative

and quantitative perspective.

# 2002 Published by Elsevier Science B.V.
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1. Introduction

Elucidation of the chemistry of metalloprotein active

sites at an atomic level of detail has been a long-standing

objective of bioinorganic chemistry [1,2]. The past

decade has seen an exponential growth in the number

of high-resolution metalloprotein crystal structures

available in the Protein Data Bank (PDB), accompanied

by a wealth of complementary experimental investiga-

tions ranging from spectroscopic characterization of

intermediates to the synthesis of model compounds

designed to mimic metalloprotein function. Despite

this effort, however, the number of metalloprotein active

sites for which a truly complete picture is available is

vanishingly small. It has proved extremely difficult to

discriminate between alternative reaction mechanisms

and associated structures, or to determine precisely the

relative energies of these species, by experimental means

alone. Often, interpretation of experimental data in the

complex condensed phase protein environment is am-

biguous; in other cases, proposed intermediates have not

been amenable to observation at all. Finally, even in

cases where experimental measurements allow a reliable

qualitative picture of the chemistry to be assembled, it is

often difficult to understand why a particular structure

or reactive pathway is favored, or how energetics are

controlled to yield species that are precisely tuned for

biological function.

In principle, accurate computational methods are

capable of complementing experiments to answer these

questions at an appropriate level of detail. However,

formidable practical problems have had to be overcome

in order to render the study of metalloproteins tractable

by computational methods. Firstly, the central role of

one or more metal atoms in active site chemistry, and

the necessity of treating reactive events, has mandated

the use of ab initio quantum chemical methods if the

desired level of accuracy is to be achieved. While

substantial progress has been made in advancing

semiempirical methods and force field approaches to

treat metal-containing systems and reactive events, these

approaches are not yet capable of achieving quantitative

results in the absence of system-specific parameteriza-

tion to experimental data. Transition metal complexes

are structurally and electronically much more diverse

than organic systems and thus are difficult to describe

with a set of universal parameters [3,4]. Secondly, the

treatment of metal-containing systems has been challen-

ging even for ab initio methods. Finally, the number of

atoms that can be treated via ab initio techniques, while

increasing significantly over the past decade, is still

limited. This limitation has posed a dilemma to theore-

ticians; use of a model containing a relatively small

number of atoms is computationally efficient but can

fail to capture both structural and energetic effects of

the protein environment, whereas inclusion of a larger

number of atoms can lead to intractable CPU times.

Over past 5 years, effective computational methods

have emerged to address these problems. The wide-

spread use of density functional theory (DFT) [5,6]

deploying gradient-corrected and hybrid functionals has

demonstrated that transition metal systems can be

treated in a reasonably accurate, yet cost-effective

fashion by ab initio quantum chemical methods. Ad-

vances in DFT-based algorithms, along with dramatic

reductions in the cost/performance of computational

hardware, allow on the order of 100�/200 atoms to be

modeled at a quantum chemical level on a routine basis.

Progress has also been made specifically in the treatment

of transition metals, including such areas as construc-

tion of an improved initial guess [7] for the DFT

wavefunction and modeling of unpaired spin interac-

tions that often give rise to complex magnetic coupling

schemes (vide infra). Finally, the development of

accurate and efficient approaches for combining quan-

tum mechanical and molecular mechanics modeling

(mixed QM/MM methods) [8�/10] affords a strategy

whereby the core of a metalloprotein active site can be

treated by a DFT-based quantum chemical approach

while the remainder of the protein is represented by a

classical force field. When these techniques are appro-

priately combined, a methodology capable of modeling
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metal-containing proteins on a routine basis can be

constructed, providing accurate results for reaction

chemistry at the metal center while properly including

environmental effects of the protein.
In this review, we describe the approach along these

lines that our research groups have pursued over the

past several years. We emphasize the interplay between

computation and experiment that is necessary to build

an accurate picture of the stationary points, intermedi-

ates and transition states of a reaction, which character-

ize the essential chemistry that occurs at a

metalloprotein active site. The methods are illustrated
by applications to several different metalloprotein

systems, all of which involve the chemistry of dioxygen.

These examples demonstrate both the quantitative

accuracy that is now available via computation, and

the physical insight that can be obtained by comple-

menting experimental results with calculations.

The paper is organized as follows. In Section 2, we

provide an overview of the central problems involved in
construction of the computational methodology, and

the specific experimental systems examined in the

present paper. Section 3 presents a brief description of

the key elements of the computational methodology.

Section 4 begins with a general analysis of the energetics

of dioxygen chemistry, and then discusses two protein

systems in detail, summarizing the results we have

obtained for each. Finally, in Section 5, the conclusion,
we summarize the results and discuss future directions.

2. Overview of metalloprotein active site modeling

2.1. Key issues in computational methodology

Metalloproteins are essential for many key life

processes in biochemistry, including respiration, nitro-
gen fixation, and photosynthesis. While their functions

are quite diverse from a chemical point of view, they

share a number of common elements that must be

treated in studying any of these systems, modeling of

which presents challenges from both computational and

theoretical perspectives. We identify these key elements

as follows:

(1) Substrate binding to and product release from the
metalloprotein active site. Substrate binding can involve

an initial noncovalent component as well as interaction

with the metal and/or atoms in the functional core of the

active site. Determination of the free energy of binding

to the active site, an essential precondition for carrying

out subsequent chemical function, is a highly demanding

task, one for which the optimal methodology is not fully

worked out. The energetics of product release shares
these characteristics.

(2) Determination of the structures and relative

energies of key intermediates and transition states

required to carry out the specified chemistry. The basic

machinery with which we approach this problem is

DFT-based QM and QM/MM technology capable of

handling large QM regions (150�/200 atoms). Geometry
optimization of proposed intermediates and transition

states is by far the largest consumer of CPU time, so it is

important that they be as efficient as possible. Subse-

quent computation of single point energies with quan-

tum chemical basis sets large enough to achieve

convergence of the energy is also necessary in a

substantial number of cases. Second derivative calcula-

tions are required to provide estimates of zero point
energies, which can have significant effects on activation

barriers. A proper treatment of spin states is an integral

aspect of modeling transition metal-containing systems,

as briefly discussed below. Finally, intimate interaction

between theory and experiment is necessary to char-

acterize successfully the stationary points in complex

metalloprotein systems. Experimental results provide

means of constructing plausible initial guesses for the
quantum chemical calculations, and also in assessing the

concordance of the optimized structures with the actual

physical system. In conjunction with the ability to reject

proposed structures and pathways for chemical trans-

formations based on quantum chemical energetics, a

powerful approach to characterization of active site

chemistry can be assembled. In turn, the theoretical

results can help refine, correct and predict experimental
findings.

(3) Treatment of solvation. In principle, the most

rigorous approach is to include the aqueous environ-

ment of the protein explicitly; in our methodology, this

task is accomplished by using a continuum solvation

approach, namely solution of the Poisson-Boltzmann

equation [11,12]. In practice, many enzyme active sites

are physically well separated from bulk solvent and are
overall electrically neutral so that long range dielectric

effects are relatively unimportant. Bound waters in

contrast can be quite important and must be treated

explicitly, typically as part of the QM region. A

reasonable approximation, adopted by many other

workers, is to neutralize the ionizable residues on the

surface of the protein, thus approximating the effects of

dielectric screening of solvent, which dramatically re-
duces the long range electrostatic field to the point

where it can reasonably be ignored. In our work to date,

we have employed this latter approach, with the

intention of investigating a more accurate treatment of

solvation in the future. Thus, we do not discuss the more

elaborate solvation methods further in what follows.

(4) Computation of rate constants from the potential

energy surface. Assuming that the relevant QM and
QM/MM calculations can be performed to generate a

reasonably accurate potential energy surface, direct

comparison with experimental measurements often

requires evaluation of rate constants for particular
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reactions. This task can be carried out by a wide range

of methods, beginning with simple transition state

theory and ramping up to full blown quantum mechan-

ical simulations that include tunneling and zero point
effects in a rigorous fashion. Although our work in this

area is at an early stage, encouraging results are

beginning to emerge; we present one example of such

in some detail below.

Finally, the accuracy of the various components of

the computational methodology is of critical importance

to the entire modeling enterprise. Firstly, catastrophic

failures of the methodology are not acceptable if the
approach is to become a widely used tool that can be

used routinely to complement experimental studies of

new metalloprotein systems. A benchmark level of

confidence in terms of the robustness of structural and

energetic results needs to be established. As with

experimental techniques, there will be error bars on

the results that are obtained, and these in some cases

may preclude drawing unambiguous conclusions about
mechanistic questions. The key point, however, is that

when the error bars are reduced to below a critical

threshold */ and we believe that such is now the case

for several of the above central elements of mod-

eling */ theory and experiment can become equal

partners rather than simply using theory to confirm

what is already known experimentally, and to reject the

theoretical results if there is any disagreement. Such a
partnership already exists in the study of small mole-

cules in the gas phase, where for many properties

calculations can be more accurate and reliable than

the experimental data. The extension of this vision to

complex, condensed phase systems containing transition

metals is an exciting prospect that appears to be within

reach in the next several years.

We address this issue in detail in Section 3. We discuss
the intrinsic accuracy of DFT methods for transition

metal-containing systems, validation of the QM/MM

methodology, and overall success of this type of

modeling when applied to metalloproteins. Individual

comparisons with experiment for the specific systems we

have investigated are also incorporated into the sections

discussing those systems. Section 3 provides a general

perspective in which these and other results can be
assembled to make a realistic assessment of where the

methodology stands with respect to accuracy at the

present time.

2.2. Experimental systems

We have chosen to focus our initial work primarily on

iron-containing proteins that bind or activate dioxygen.

Oxidation is a fundamentally important chemical pro-
cess in biological systems, and the approaches that have

developed evolutionarily to provide both sufficient

rapidity and specificity for these reactions are among

the most sophisticated and diverse in nature. By

investigating a number of such systems in detail, we

are able not only to elucidate each individual set of

mechanisms, but also to compare and contrast the
different pathways for dioxygen chemistry enforced by

the different metalloproteins. Ultimately, it is hoped

that research along these lines will lead to general

principles that can then be applied to other types of

reactions.

The two specific metalloproteins that we discuss in

this review are soluble methane monooxygenase

(sMMO or MMO) and hemerythrin (Hr). MMO
belongs to the family of non-heme hydroxylases and

inserts an oxygen atom from dioxygen into aliphatic C�/

H bonds, yielding as products an alcohol and water. An

external source of electrons is required to drive the

catalytic cycle. Hr, in contrast, is a reversible dioxygen

carrier; its function, in certain marine invertebrates, is to

bind O2 and then release it at required locations in the

organism, much as hemoglobin is used in humans. Hr is
also a non-heme diiron protein like MMO; unlike

MMO, however, its active site prevents, rather than

facilitates, subsequent reactions of dioxygen.

3. Computational methodology

3.1. Quantum chemical methods

The development of gradient-corrected and hybrid

density functional (DFT) methods [13�/15] over the past

decade has qualitatively transformed our ability to treat

metal-containing systems with ab initio quantum che-

mical techniques. Whereas DFT methods do not provide

the capability of converging absolute and/or relative

energies to an arbitrary accuracy, as is available from

wavefunction-based methods, current DFT functionals
deliver a combination of speed and accuracy that is

simply not available with other approaches. The com-

putational cost of a DFT calculation is comparable to

that for a Hartree�/Fock calculation. Both in essence

require the solution of a three-dimensional field equa-

tion, and scale similarly with system size: �/N2 for

normal three-dimensional molecular structures, where

N is the number of atoms in the system, and asympto-
tically as �/N or N ln N for ultra-large systems, a limit

that is much easier to reach in one or two dimensions

than in a normal three-dimensional enzyme active site

geometry via the use of multipole technology.

The accuracy of DFT methods is at present best

established for organic systems. For example, calibra-

tion of a series of functionals using the G2 database of

small molecule atomization energies yields an average
error on the order of 3 kcal mol�1 [16] over a total of

148 species for the top performing functional, B3LYP

[13,15,17�/19]. It should be noted that total atomization
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energies represent an exceptionally demanding test of

the methodology; most chemical transformations will

exhibit a greater cancellation of error, for example,

isodesmic reactions. Other properties, such as ionization

potentials and electron affinities, have also been exten-

sively studied [20�/26], generally with excellent results.

For transition metal-containing systems, experimental

data are less readily available than for organic mole-

cules. Nevertheless, a substantial number of compar-

isons have been made between theory and experiment

[27�/36]. Several of these are summarized in Table 1,

where we concentrate on metal�/ligand bond energies.

Again, prediction of bond energies is a highly demand-

ing task, and other types of reactions are likely to exhibit

smaller errors1 than those listed in Table 1. It is

generally observed that Becke’s three-parameter hybrid

exchange functional [13] gives a notable improvement,

which is also a trend observed in benchmark calcula-

tions using small organic molecules. For example, the

average error of M�/O� bond energies [34] for the first

row transition metals (Table 1) increases from 7.5 to

12.1 kcal mol�1 when the B3LYP and BLYP results are

compared. Our own experience confirms this trend, and

the B3LYP functional is our method of choice for all

DFT calculations. The accuracy obtained will typically

be good enough to discriminate among proposed

reaction mechanisms and structures of intermediates,

while the CPU time is sufficiently modest to allow the

hundreds of calculations per system required to explore

properly the range of proposed alternatives (e.g. struc-

tures, protonation states, spin states) to be carried out

on a routine basis.

A number of other aspects of the DFT methodology

are essential in modeling of metalloprotein chemistry.

Computation of the relative energetics of various spin

states is important in understanding reaction pathways

and in comparing the computations with experimental

data. Unrestricted DFT (UDFT) methods, employing

the broken symmetry methodology pioneered by Noo-

dleman [37] for systems with multiple metals, provide a

remarkably useful approach to the problem of non-

standard magnetic coupling between the metal centers,

as we shall illustrate below. Relativistic effective core

potentials [38�/40] are essential in treating heavier

elements, and useful for the lower transition metal series

as well. Finally, converging DFT calculations to the

ground electronic state is much more challenging for

metal-containing systems than it is for organic systems,

where it is generally trivial to begin the calculation with

an accurate initial guess, for example from extended

Hückel calculations. The key to obtaining reliable

results in metal-containing systems is the use of a

more sophisticated initial guess methodology, which

takes into account physically important features of

metal�/ligand interactions, such as charge transfer

between the ligand and the metal.

All of the calculations discussed below have been

carried out using the JAGUAR suite of ab initio electronic

structure programs [41], which we have developed over

Table 1

Theoretical and experimental bond dissociation energies (kcal mol�1)

Calculated (B3LYP) Experimental Reference

Sc�/H� 60.0 56.3 [27]

Sc�/CH3
� 60.8 55.8 [27]

Sc�/O� 155.5 164.0 (91.8) [34]

Sc�/OH� 118.8 119.0 (92.1) [29]

Ti�/H� 56.3 53.3 [27]

Ti�/CH3
� 58.8 51.1 [27]

Ti�/O� 147.1 158.0 (91.6) [34]

Ti�/OH� 116.3 111.0 (92.8) [29]

V�/H� 54.1 47.3 [27]

V�/CH3
� 49.9 46.0 [27]

V�/O� 128.2 134.0 (93.9) [34]

V�/OH� 96.1 101.0 (94.4) [29]

V�/CO2
� 21.0 17.3 [30]

OV�/CO� 26.1 24.2 [30]

Cr�/H� 36.5 31.6 [27]

Cr�/CH3
� 35.6 26.2 [27]

Cr�/O� 72.4 86.0 (92.8) [34]

(CO)5Cr�/CO 40.7 37.0 (92.0) [31]

Mn�/H� 48.6 47.5 [27]

Mn�/CH3
� 50.2 49.1 [27]

Mn�/O� 60.1 48.0 (93.0) [34]

Mn�/OH� 76.0 79.0 (95.7) [32]

Fe�/H� 55.7 48.0 (91.4) [36]

Fe�/CH3
� 62.3 54.6 [27]

Fe�/O 91.7 92.0 (93.0) [36]

Fe�/O� 75.0 80.0 (91.4) [34]

Fe�/OH 72.7 77 (94) [36]

Fe�/CO 27.1 31 (98) [36]

Fe�/CO2
� 17.0 9.5 [30]

Fe�/S 69.9 76.3 [36]

Fe�/F 103.2 107 (95) [36]

Co�/H� 48.7 45.7 [27]

Co�/CH3
� 53.4 48.5 [27]

Co�/O� 67.3 75.0 (91.2) [34]

Co�/OH� 66.8 71.7 (90.9) [29]

Co�/OH2 40.4 38.5 [33]

Co�/CO2
� 24.5 19.9 [30]

Ni�/H� 45.2 38.7 [27]

Ni�/CH3
� 49.2 44.7 [27]

Ni�/O� 54.2 63.0 (91.6) [34]

Ni�/OH� 59.7 56.0 (94.6) [29]

Ni�/CO2
� 27.3 24.9 [30]

Cu�/O� 34.2 31.0 (92.8) [34]

Zn�/O� 35.4 38.0 (92.8) [34]

(CO)5Mo�/CO 40.1 40.0 (92.0) [31]

(CO)5W�/CO 44.8 46.0 (92.0) [31]

1 We have recently investigated systematically the performance of

B3LYP/cc-pVTZ(-f) level of theory in combination with a continuum

solvation model on computing redox potentials of organometallic

complexes [63] and found a theory�/experiment correlation that

suggests an average error for the ionization potential of

organometallic complexes comparable to that found for smaller

organic molecules in [16].
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the past several decades. JAGUAR employs numerical

methods enabling particularly efficient DFT calcula-

tions using both hybrid [13] and gradient corrected

functionals [14,15], as well as a number of features
specific to transition metal computations, for example

an effective initial guess methodology along the lines

suggested above [7]. The combination of speed and

convergence available in JAGUAR has enabled us to

study large QM and QM/MM models (100�/200 atoms)

on a routine basis, while retaining a high degree of

reliability with regard to the accuracy of the results.

Geometry optimizations are all carried out using the
B3LYP [13,15,17,19] functional in combination with the

6-31G** basis set. Iron is represented using the

LACVP** basis [38�/40] that includes an effective core

potential. Although this level of theory has proved to be

sufficient for obtaining structures, we found the energies

to be not always reliable. Thus, it is our standard

protocol to recompute the energies in an additional

single point calculation using Dunning’s [42] correlation
consistent triple-z basis cc-pVTZ(-f). For iron we utilize

a modified version of LACVP**, denoted as LACV3P**

where the exponents were decontracted to match the

effective core potential with the triple-z basis.

3.2. QM/MM methods

Even with DFT methods and modern computational

resources, it is impractical to treat an entire protein with
a reasonably accurate QM approach. Therefore, in

modeling metalloprotein active sites, there are two

alternative approaches to making the computation

tractable. Firstly, one can construct a purely QM model

by truncating the active site core and capping the

truncated regions with hydrogen atoms. This traditional

approach has been used for many years with increas-

ingly large models, as computing power and advancing
QM technology has allowed treatment of larger systems.

It is still a valuable one, as demonstrated in detail below.

The second approach is to retain the entire protein, but

to treat only a specified region around the active site

core at a QM level, modeling the remainder of the

protein via molecular mechanics. It is also possible to

utilize semiempirical methods for the remainder of the

protein, but we do not consider this methodology here.
In principle, this approach allows for an optimal

combination of accuracy and computational efficiency;

in practice, formidable problems must be overcome with

regard to producing a robust definition of the interface

between the QM and MM regions. This task is relatively

straightforward when there is no chemical bond between

the QM and MM atoms; however, defining an accurate

interface between bonded atoms has proved to be quite
difficult.

Several methods for constructing the QM/MM inter-

face between bonded atoms have been intensively

investigated by a number of research groups during

the past decade. The earliest method proposed, which is

still widely employed, involves the use of link atoms

[43�/48]. An alternative approach, which we employ, is
to utilize frozen, localized molecular orbitals as the

interface between a QM and MM atom [49�/56]. We

have described the details of this technology elsewhere,

and refer the reader to those publications for a rigorous

mathematical development of the theory and its im-

plementation [54�/56]. Here, we provide a brief overview

of the basic ideas behind our approach, and summarize

the validation tests that we have performed.
In our view, parameterization of the QM/MM inter-

face must be approached in the same fashion as

development of a new molecular mechanics force field;

that is, the parameters must be optimized for the specific

environment of each chemical bond for which a QM/

MM interface is to be constructed. The first step in this

process is to construct a library of frozen orbitals using

small molecule models. For modeling metalloprotein
active sites, the requirements along these lines are

straightforward. We assume that the interface will be

built only by making cuts in the peptidic part of the

protein, with the central core containing the transition

metal atom(s) and ligands treated at the QM level.

Implementation of such a strategy requires treatment of

QM regions on the order of 150 atoms on a routine

basis, which is quite tractable using our QM software
and inexpensive hardware such as a state of the art

personal computer (PC). In this case, a library of frozen

orbitals and associated parameters is needed for making

cuts in the peptide backbone and in various side chains.

For backbones we allow cuts between the a-carbon and

either the flanking carbonyl carbon or amide nitrogen.

The side chain cuts are made between the a-carbon and

the b-carbon. We employ capped dipeptides as model
systems, and have constructed and extensively tested a

library of parameters to handle all cuts of the type

specified above.

The parameters themselves are of the molecular

mechanics form. Stretching, bending, and torsional

parameters are fitted to quantum chemical data on

conformational energetics of small model peptides so as

to ensure that the methodology generates reasonably
accurate conformational energetics. The precision avail-

able here is limited by the force field itself. In order to

balance the electrostatic field from the frozen orbital, a

point charge is placed along the frozen bond with the

position and magnitude optimized. This type of correc-

tion is essential for reproducing properties such as

deprotonation energies. Finally, van der Waals para-

meters for the QM region are adjusted to reproduce
hydrogen bonding energies of pairs of small molecules.

In general the parameterization is specific to a particular

QM methodology and basis set and to the MM force

field that is employed. In what follows we exclusively
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utilize the OPLS-AA molecular mechanics force field for

the protein [57] and have optimized parameters for a

number of different QM methods. We shall discuss only

the DFT implementation in the present publication,

however.

Once the parameters are defined, implementation of

analytical gradients allows optimization of QM/MM

geometries to locate optimized structures for reactants,

products, and transition states via standard geometry

optimization algorithms. In addition to characterization

of these stationary points, a more complete potential

surface can be mapped out by the use of restrained

geometry optimizations. We have not yet implemented a

fully rigorous approach to the computation of analytical

second derivatives for the QM/MM Hamiltonian. How-

ever, an excellent approximation can be obtained by

building a truncated QM model capped with hydrogens,

retaining the original QM/MM geometry, and using the

usual quantum chemical methods to compute analytical

second derivatives.

The accuracy of QM/MM methods can be assessed

with two complementary strategies. The first is direct

comparison with fully QM calculations on the same

system. We have carried out extensive tests of this type,

including evaluation of relative conformational energies

of model dipeptides, deprotonation energies of amino

acid side chains, and binding affinities of both small

molecule dimers and larger systems. These data are

presented in detail in Ref. [54]; a statistical summary of

results in each of the categories enumerated above is

given in Table 2. Some of the observed deviations are a

consequence of the force field itself, while others derive

from inaccuracies in the QM/MM interface. The im-

portant point of Table 2 is that the discrepancies with

full QM calculations are on average smaller than those

inherent in presently available DFT approaches; hence,

our expectation is that the use of our QM/MM model

does not represent a limiting factor in modeling of

transition metal active site chemistry. These results show

also that the absolute errors in both aspects of the

computations are sufficiently small to allow reliable

conclusions concerning reactive chemistry to be drawn

in the great majority of cases. Although there will be

some situations where an uncertainty of a few kcal

mol�1 will preclude choosing between alternative me-

chanistic proposals, such is not the typical scenario we

have encountered. Furthermore, when the energy dif-

ference is that small, one would expect both channels to
contribute to the mechanism. A further technical point

is that most of the tests discussed above involve

imposition of a single QM/MM boundary region;

however, we have also examined the effects of multiple

cuts by considering a model for the hemerythrin active

site in which a large number of QM/MM cuts are

examined. This last study demonstrates that there are no

systematic errors as the number of interface bonds is
increased, even when these bonds are spatially quite

close together, as they are in the test case.

The second strategy is to carry out QM/MM compu-

tations using the full protein, and systematically to

enlarge the QM region. Several tests of this type are

discussed below for hemerythrin. The results are entirely

consistent with those discussed in the previous para-

graphs with regard to the magnitude of the differences
between the larger and smaller models; in fact, the errors

are actually somewhat smaller in the full protein

systems. These results obviate the concern that the error

estimates discussed above might not be transferable

from small models to the full protein calculations.

Our QM/MM methodology, specifically optimized

for protein active sites, has been implemented in the

QSITE [58] program, which has been constructed by
coupling JAGUAR with the IMPACT molecular mechanics

program of Levy et al. [59]. The OPLS-AA protein

molecular mechanics force field developed by Jorgensen

et al. [57] is used to describe the molecular mechanics

part of the system. QSITE contains a graphical user

interface allowing automated specification of the QM

and MM regions simply by pointing and clicking on

protein residues displayed visually on the screen. Our
intention has been to develop the software to the point

where the technology is accessible to non-experts as well

as specialists in quantum chemistry calculations.

3.3. Analysis of the computational results

Our philosophy in understanding protein active site

chemistry is to combine model quantum chemical

studies, using a range of system sizes, with QM/MM
modeling. The QM/MM computations provide the most

accurate results for structures and energies, because they

enable the effects of the protein on structures and

energetics to be calculated. The interpretation of data

in the absence of model studies is problematic, however.

To assign specifically particular structural or energetic

effects to the protein, a reference system for energies and

structures in the absence of the protein is required.
Although in principle many different decompositions

are possible, in practice it is straightforward to specify

the most useful ones from the standpoint of intuitive

Table 2

Average errors for a test set of molecules made by QM/MM (B3LYP

based) and OPLS-AA in kcal mol�1 compared to fully quantum

mechanical benchmark calculations

Property QM/MM OPLS-AA

Side chain conformational energies 1.10 1.74

Alanine tetrapeptide conformational energies 1.02 1.64

Dimer binding energies 0.72 0.80

Deprotonation energies 0.52 n/a

Detailed results can be found in Ref. [54].
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chemical understanding. In this section, we outline our

approach as it has been deployed in the examples below.

We first consider the concept of strain energy. The

central core of a metalloprotein active site may adopt a

geometry in the presence of the protein scaffold that is

substantially different from what it would adopt if

optimized in the gas phase. In order to investigate

such effects quantitatively, we have to define a compu-

tational protocol for measuring such deviations. The

protocol we have employed for this purpose is as

follows.

(1) Carry out a QM/MM geometry optimization of

the target intermediate or transition state using the full

protein.

(2) Remove a selected part of this structure from the

protein, cap the dangling bonds with hydrogens, and

carry out a restrained optimization in which the hydro-

gen atoms alone are optimized. The size of this structure

is arbitrary; different selections provide different win-

dows of physical insight. A typical choice is to retain the

first coordination shell, truncating the ligands to the

metal atom(s) at the b-carbon of the amino acid

providing the ligand. To create a somewhat smaller

model, truncation is made at the termination of the

ligated functional group, e.g. at the C of a COOH

group.

(3) Record the energy of the structure produced in

(2), then carry out a full geometry optimization of this

structure. Structural and energetic differences between

the structures produced in (2) and (3) can then be

assessed; they provide a measure of the spatial and

energetic degree of strain of the intermediate in the

protein, respectively.

This protocol provides a more nuanced approach to

the question of protein-induced strain than a simple

declaration of the central core as ‘strained’ or ‘un-

strained’. In our investigations to date, we have found a

quantitative range of results emerging from this proce-

dure. Although we have not yet studied enough

metalloproteins to make statistical characterization of

the distribution of effects worthwhile, a sufficient

accumulation of data will clearly be available in the

near future and will provide bioinorganic chemists with

a greatly enhanced understanding of this heretofore

poorly understood phenomenon.

A second central concept in analyzing QM/MM

results is relative stabilization of stationary points by

protein non-bonded interactions including electrostatic

and van der Waals terms as well as hydrogen bonds.

These terms can readily be separated from the remainder

of the energy and typically have straightforward physi-

cal interpretation. Examination of the differential con-

tribution of these terms in structures of the reactants,

transition state and products provides insight into how

the protein influences energetics via these interactions.

The third major type of term in the energy is the

molecular mechanics energy of the MM region. Differ-

ences in this energy between structures indicate reorga-

nization of the protein in response to changes in the QM
region. One has to be very careful to make sure that such

energy differences are not due to trapping in different

local minima, a very large number of which exist on the

MM potential surface, leading to comparisons of the

total energy of the two structures that are not mean-

ingful. Problems of this type can be circumvented by

making sure to optimize the various states in the QM

region starting from the same MM conformation. If
necessary this process can be carried out iteratively. If

one intermediate in a catalytic cycle exhibits a much

lower MM energy, other structures can then be opti-

mized starting from that MM conformation, and the

lowest total energy selected in the end if there are a

number of different MM starting points, from which to

choose. A more rigorous approach to this problem

involves the use of simulated annealing of the MM
region, rather than minimization, after every QM

geometry optimization step. We are currently testing

such approaches, which appear quite promising.

The final important energy term is the intrinsic energy

of the QM region at the specified QM/MM geometry.

We define this term to include the interactions of the

QM charge density with the frozen orbitals, as well as

the energy associated with the specialized QM/MM
parameters. Where to include the interface terms is

arbitrary; we do not believe that separating them out

would increase physical insight. Energy differences in

this term reflect both inherent energetic differences of

the various chemical species comprising the intermedi-

ates and transition state under study, and electronic

reorganization of the QM wavefunction in response to

the external protein electric field. Separation of these
two effects is possible in principle by comparing the

energies of QM model systems evaluated at the QM/

MM geometry, and contrasting this with the QM energy

differential seen in the QM/MM energy; we have not

extensively pursued this decomposition in all cases that

follow.

4. Applications to experimental systems

4.1. General remarks */ fundamental considerations

4.1.1. Reduction of dioxygen

A key feature in both enzymatic reactions reviewed

here is the reduction of dioxygen. Whereas in MMOH
the dioxygen chemistry has the purpose of generating a

species that ultimately activates C�/H bonds, the forma-

tion of a peroxo species is the final stage of the
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dioxygen-reduction cycle in Hr. Simply writing down

the Latimer diagram of dioxygen, which is the most

common way of listing stepwise one-electron redox

potentials [60], and the energies required to transform

methane oxidatively to methanol as shown in Schemes 1

and 2, respectively, reveals important clues about what

the catalyst has to accomplish. In Scheme 1, the

experimental standard potentials [60] are listed and also

converted to their respective free reaction energies, DG ,

by using the simple standard relationship DG�/�/FE8abs.

F is the Faraday constant and E8abs the absolute

potential, which can be easily obtained from the

experimental standard potential E8SHE referenced to

the standard hydrogen electrode by adding the absolute

potential of the standard hydrogen electrode (SHE) of

4.43 eV [61].

Scheme 1 shows not surprisingly that reduction is

greatly favored in acidic conditions, where protons are

abundant in excess and stabilize the increasing negative

charge on oxygen by forming covalent and/or hydrogen
bonds. Nature makes heavy use of this pH dependence

of redox-reactions and utilizes the protein to control the

local pH, that is, the accessibility of protons at the

reactive center. The first reduction of molecular dioxy-

gen to the superoxide species is the most difficult step,

having a reduction potential of �/0.125 and �/0.330 V

corresponding to free reaction energies of �/99.3 and �/

94.5 kcal mol�1 in acidic and alkaline conditions,
respectively. The next step, formation of peroxide

from superoxide, is thermodynamically more downhill,

which is a clear indication of the intrinsic instability of

the superoxide species towards disproportionation.

Thus, superoxide intermediates in catalytic cycles are

expected to have a short life time and generally to be

more reactive. The neutral OH-radical formed from the

peroxo species is even more unstable with respect to
disproportionation. It is the strongest oxidant among all

intermediates, with a redox potential of 2.813 and 1.985

V corresponding to an overall driving force of �/167.0

and �/147.9 kcal mol�1 in acidic and alkaline condi-

tions, respectively. As presented below, this powerful

oxidant is required to perform the difficult task of C�/H

bond activation, whereas the finely tuned mechanism of

reversible dioxygen binding in Hr requires careful
control of proton assistance to the electron transfer

between dioxygen and hydroperoxide.

4.1.2. Oxidation of methane

Scheme 2 provides a calculated2 thermodynamic map
of methane oxidation in water in the absence of a

Scheme 1. Latimer diagrams of the stepwise reduction of dioxygen in acidic and basic conditions [59].

Scheme 2. Non-catalytic oxidation of methane in water computed on

B3LYP/cc-pVTZ(-f)�/�/ level of theory.

2 All structures fully optimized on the B3LYP/cc-pVTZ(-f)�/�/

level. Solvation energies are evaluated using the continuum solvation

model as implemented in Jaguar (o�/80.37).
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catalyst. The first oxidation step, generation of the

methane radical cation, is by far the most difficult and is

uphill by 202.3 kcal mol�1. This value corresponds to a

computed standard redox-potential [62,63] E8calc of
�/4.34 V referenced to the SHE, which is out of reach

for most oxidation agents available at realistic condi-

tions. Even the strongest oxidant identified above, the

neutral OH radical with a reducing power of �/167 kcal

mol�1 in acidic conditions, would not be able to oxidize

methane without further assistance. Once formed, the

methane radical cation is not surprisingly a strong Lewis

acid and deprotonation is energetically downhill by 49.1
kcal mol�1. Thus, it is in general advantageous to

couple the oxidation of methane with proton transfer,

which formally constitutes a hydrogen atom abstraction.

Hence, it is not surprising that in MMOH the demand-

ing first step of the C�/H activation is intimately coupled

to proton transfer. The transfer of a proton and an

electron can be understood formally either as hydrogen

abstraction (Eq. (1)) or proton-coupled electron transfer
(Eq. (2)). Hydrogen abstraction implies homolytic C�/H

bond cleavage and thus the reaction energy would

simply be 104 kcal mol�1, the well-known C�/H bond

strength in methane.

CH40 CH3
+�H+ (1)

CH40 CH3
+�H��e� (2)

Proton-coupled electron transfer includes formally

the oxidation of H+ to give a proton, which adds an

energy term for the oxidation of a hydrogen atom. To

understand the energetics of the C�/H activation cata-

lysis, it is helpful to consider the proton-coupled

electron transfer. In a realistic chemical setting, both

electron and proton transfer are most likely coupled and

difficult to study independently. By casting the problem
as a proton-coupled electron transfer, however, rather

than formally formulating H+ as the product, C�/H

bond activation divides into redox and acid/base com-

ponents. These are well understood concepts in inor-

ganic chemistry and thus allow for deriving a more

intuitive understanding of the catalytic cycle. In Scheme

2, we show two possible pathways by which the reaction

can progress after the first proton-coupled electron
transfer step. The methyl radical could react with the

neutral OH radical3 to form methanol in a radical-

recombination type mechanism, or it could undergo a

second oxidation to form a methyl cation that reacts

with hydroxide. Energetically, the oxidative formation

of the methyl cation is uphill by 145.2 kcal mol�1, which

strikingly matches the calculated reduction energy for

the OH radical of �/144.0 kcal mol�1 (E8calc�/1.81 V).

The result is essentially thermoneutral formation of the

charge-separated species CH�
3 and OH� from the

initial radical pair.4 Thus, both pathways are equally
possible thermodynamically and have been proposed in

the catalytic cycle of MMOH, as will be pointed out

below.

4.1.3. Redox reactions of iron complexes

The magnitude of energies required to activate both

dioxygen and methane without any catalyst demon-
strates the need for a very versatile reaction center that

can supply multiple electrons at high potentials. At the

same time, the highly reactive intermediate, in particular

the odd electron species, must either be separated

carefully from the environment or formed in situ when

the substrate is already bound to the reaction center to

control the selectivity and avoid undesirable side reac-

tions. Transition metals are attractive candidates for
serving as electron reservoirs, because electrons can be

added and removed from metal-d orbitals without

creating highly unstable radicaloid species. In addition,

the range of possible oxidation states at the metal center

introduces a tunable redox agent, where the driving

force of the redox reaction is not only a function of

oxidation state, but can also be controlled by changing

the first shell ligand coordination. In multinuclear metal
systems there is an additional cooperative mechanism

present, which is best evidenced in the magnetic

behavior of the iron centers that can either display

ferro- or antiferromagnetic coupling of the unpaired

electrons to each other. An extensive and systematic

assessment of these control mechanisms is currently

underway in our laboratories, but is beyond the scope of

this report. Only one illustrative example of such a
structure�/redox relationship is described in greater

detail for the proton-coupled first electron transfer

step of the methane activation cycle performed by

MMOH below.

The iron centers in MMOH exist in oxidation states

of II, III and IV at different stages of the catalytic cycle,

whereas in Hr, the oxidation states of II and III are

accessed. Fe(II) and Fe(III) are also the most common
oxidation states of simple inorganic iron complexes in

solution. Although Fe(IV) species exist in alkaline

3 We assume the addition of a neutral OH radical because our

calculations indicated that the first step of the catalytic cycle of

MMOH involves a radicaloid oxygen that shows some resemblance

with a neutral OH radical.

4 Note that we use the redox potentials from our DFT calculations

in Scheme 2, whereas the experimental values are given in Scheme 1.

Thus, there is a slight mismatch of the redox potentials for the redox

pair OH/OH�. Our calculations on the B3LYP/cc-pVTZ(-f)�/�/ level

of theory gave a potential ECalc8 of 1.81 V. Experimentally, 1.98 V was

reported in alkaline conditions [60]. This difference of 0.17 V

corresponds to 3.9 kcal mol�1 and is only a slightly larger error

than the usual margin of uncertainty in electrochemical measurements

and uncritical for the purpose of establishing a detailed understanding

of the reaction profile.
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environments, they are usually unstable and commonly

decompose in solution. Scheme 3 shows computed redox

potentials for a typical iron complex in an octahedral

ligand environment, the hexaammine complex
[Fe(NH3)6]x (x�/�/2, �/3, �/4). For reduction of the

putative Fe(IV) ion, our calculation predicts a driving

force of �/190.5 kcal mol�1, corresponding to a redox

potential E8SHE of �/3.831 V, whereas �/0.678 V is

predicted for the Fe(II)/Fe(III) couple. Compared to the

redox series shown above for dioxygen and methane, the

difference between the first and second redox potentials

is remarkably large. More importantly, the redox
potential for the Fe(III)/Fe(IV)-couple is in the correct

order of magnitude to promote the most difficult

oxidation steps in both the dioxygen and methane

oxidation cycles. Although the redox potentials of the

iron complexes in their respective peptidyl framework

are certainly different, these simple calculations establish

approximately the region of redox potentials accessible

for the different redox couples. They also make clear
that the highly endothermic first step of methane

activation, even with proton-coupling, which has been

estimated to be �/153 kcal mol�1 requires the oxidative

power of an Fe(IV) center. Reversible binding of

dioxygen in Hr to form the peroxo species, however,

can be accomplished with the relatively mild redox

behavior of the Fe(II)/Fe(III)-couple.

4.2. Methane monooxygenase

4.2.1. Overview

Methane monooxygenase (MMO), an enzyme that
methanotrophic bacteria use to convert methane to

methanol under ambient conditions [64�/67], has been

the subject of significant interest over the past 15 years.

An understanding of the MMO catalytic process could

lead to the development of an improved industrial

process for converting methane to methanol, which

would in turn increase the utility of methane as an

energy source [68,69]. Such knowledge could also spur
development of general biomimetic alkane hydroxyla-

tion and hydrocarbon oxidation catalysts. Having the

versatility to oxidize a wide variety of hydrocarbons

[70�/75], methanotrophs could be used in bioremedia-

tion of contaminated land and water areas [73]. In

addition, methanotrophs play a role in controlling

global warming by limiting the amount of methane, a

greenhouse gas, emitted into the atmosphere [76].

The oxidation of methane by dioxygen to form
methanol and water occurs at non-heme, dinuclear

iron active sites within the hydroxylase component

(MMOH) of the multi-component soluble MMO

(sMMO) system. The principle steps of the MMOH

catalytic cycle are known and consist of four key

intermediates shown schematically in Fig. 1. The resting

form of MMOH is Hox, an Fe(III)Fe(III) state [77�/83].

Reduction of Hox yields an Fe(II)Fe(II) form termed
Hred. Hred reacts with dioxygen eliminating water and

producing Fe(III)Fe(III) Hperoxo (also called compound

P), which then decays to form compound Q. It is now

widely accepted that Q [84�/89], a high-valent

Fe(IV)Fe(IV) species, is the catalytically potent inter-

mediate that activates C�/H bonds in a variety of

substrates.

4.2.2. Relevant experimental data

The wealth of experimental data for the MMO

catalytic cycle, obtained from enzymes isolated from

Methylococcus capsulatus (Bath) [74,77�/80,90�/99] and

Methylosinus trichosporium (OB3b) [71�/73,100�/109],

can be separated into two categories-data pertaining to

the activation of dioxygen from Hred to Q and data

pertaining to the reaction of hydrocarbon substrate with

Q. Such a distinction is possible because the formation
and decay of intermediates in the dioxygen activation

phase of the MMO cycle can be studied in the absence of

substrate.

Hred was determined by Mössbauer and EPR spectro-

scopy [81,82,85,110,111] to contain two weakly ferro-

magnetically coupled high-spin ferrous iron centers. The

first consensus intermediate following Hred precedes

Hperoxo formation, backed by the decay of Hred being
faster than Hperoxo formation and by kinetic [88] and
18O2 isotope effect studies [112,113]. This intermediate

lacks the characteristic diferrous EPR signal and the

optical characteristics of Hperoxo [65]. Hperoxo, the first

spectroscopically detected intermediate after Hred, forms

at a rate independent of dioxygen concentration [88],

which further supports the existence of the earlier

species. In the MMO Bath system, Hperoxo formation

Fig. 1. Overview of the MMO catalytic cycle.
Scheme 3. Computed redox potentials of Fe(NH3)6

x (x�/�/4, �/3, �/2)

in aqueous solution (o�/80.37).
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was pH independent [85] with a rate constant of 1�/2 s�1

at 4 8C [88], and experiments indicated the possibility of

the sequential formation of two differing peroxo species

[84,85,88]. On the other hand, Hperoxo formation was
strongly pH dependent and displayed a solvent KIE in

the MMO OB3b system [112] and had a formation rate

of 9�/12 s�1 at 4 8C and pH 7 [102]. Mössbauer

[84,85,100] spectroscopy indicated that Hperoxo contains

two electronically equivalent high-spin antiferromagne-

tically coupled Fe(III) centers.

In the final step of dioxygen activation, Hperoxo decays

to form Q with a rate matching that of Q formation
[85,112]. Despite significant efforts, the structure of Q

has to date not been determined and remains elusive,

although many important characteristics are known

from spectroscopic and reactivity studies. Experiments

on the MMO Bath system showed Hperoxo decay to be

pH independent, have no solvent KIE, have a kobs of

0.45 s�1 at 4 8C [85], and to result most likely from

homolytic cleavage of the O�/O bond in Hperoxo.
However, results from the MMO OB3b system indicate

that P decay is strongly pH dependent, has a significant

solvent KIE [112], has a kobs of 2.4 s�1 at 4 8C and pH

7 [102], and support heterolytic cleavage of the O�/O

bond in Hperoxo. In either case, Mössbauer spectroscopy

shows Q to have two nearly equivalent high-valent

Fe(IV) atoms which are antiferromagnetically coupled

[84,85,87,100].
A considerable amount of experimental data similarly

exists concerning the kinetics of substrate reaction with

Q and has been thoroughly reviewed recently [65]. The

rate of Q decay in the presence of methane was

measured to have a kobs of 2�/10 s�1 at 7.8 8C [88]. In

experiments with MMO Bath and radical clock sub-

strate probes, radical-derived ring-opened products are

not observed, implying a radical lifetime of less than
�/150 fs and arguing against the feasibility of a free

radical rebound mechanism [91,114]. Other experiments

with chiral ethane ([1-2H1,1-3H1]ethane) as the substrate

yielded a retention of configuration of �/70% [92,103].

Such experiments rule out a completely concerted

reaction since the stereochemistry is lost in �/30% of

the products. A radical-type mechanism is also operative

a fraction of the time in radical clock experiments with
1,1-dimethylcyclopropane in the MMO OB3b system

[104]. The experimentally observed oxidation states at

each iron center and magnetic coupling are summarized

in Table 3.

4.2.3. MMO active site model

Despite extensive experimental work mentioned

above devoted to deriving a molecular level under-

standing of the enzymatic catalysis, many crucial details

of the reaction are still unclear and thus attracted much

theoretical attention [35,115�/130], most notably invol-

ving density functional theory (DFT) [5,6]. Several of

these studies are concerned with the exact structure and

characteristics of the unknown key intermediate Q. The
strategy of our computational approach is different

from that of others in that we explicitly include the

experimentally observed antiferromagnetic coupling of

the iron centers and use a large scale model that contains

approximately 100 atoms. The broken symmetry (BS)

orbital approach proposed by Noodleman [37] affords a

reasonable working approximation to the intrinsically

multi-configurational electronic structure of an antifer-
romagnetically coupled dinuclear complex in the DFT

framework. There is credible evidence that the thermo-

dynamics of the catalytic cycle can be reproduced with

smaller model systems and neglecting the antiferromag-

netic coupling, consistent with a relatively weak mag-

netic interaction [35,119�/130]. However, both chemical

intuition and an in-depth electronic structure compar-

ison of the ferromagnetically and antiferromagnetically
coupled models indicate that key details of the catalytic

cycle can only be obtained by employing antiferromag-

netic coupling and a larger model [131,132]. A too small

computational model may give rise to artificial attrac-

tive or repulsive forces between substrate and small

ligands that represent peptidyl fragments or allow access

to the metal center, which is in reality unavailable due to

steric crowding from the first shell ligand coordination.
Our studies indicate that a �/60-atom model, which

includes imidazole ligands representing histidine and

acetate ligands replacing glutamate moieties, is a very

reasonable one for the hydroxylation cycle, once Q has

been formed, and recovers most results obtained with

the 100-atom model at least semi-quantitatively. How-

ever, even this mid-sized model displays serious short-

comings for the dioxygen activation phase, where the
rigidity of the extended peptidyl framework is needed to

enable a consistent catalytic pathway leading to forma-

tion of Q. The exact impact of the extended ligand

structure and the protein is subject of a detailed future

QM/MM study. The use of ferromagnetic coupling

between the metal centers is equally inadequate since it

results in a serious dilemma of a spin forbidden electron

transfer scenario, which is often ignored entirely in the
literature. It is clear that the overall two-electron

oxidation of an alkane substrate, for example, requires

transfer of two electrons with opposite spin from

Table 3

Iron atom oxidation states and couplings in the MMO catalytic cycle

from Hred to Q

Species Fe1 ox. state Fe2 ox. state Coupling

Hred II II Ferromagnetic

Hsuperoxo II III Ferromagnetic

Asymmetric Hperoxo III III Antiferromagnetic

Symmetric Hperoxo III III Antiferromagnetic

Q IV IV Antiferromagnetic

R.A. Friesner et al. / Coordination Chemistry Reviews 238�/239 (2003) 267�/290278



substrate to the diiron core because both electrons

originate from the same C�/H s-orbital. A ferromagne-

tically coupled diiron core is by default only able to

accept one electron for each iron center with parallel

spin. Thus, the assumption of a ferromagnetically

coupled diiron complex does not allow for analyzing

the electronic structure of the one-electron reduced

intermediate of the Q-fragment in a straightforward

manner to identify features that promote the second

electron transfer. In fact, the one-electron intermediate

of a ferromagnetically coupled model would require

some type of a spin exchange mechanism to enable the

second electron transfer at all. A consistent electronic

picture and its analysis, however, are crucial for deriving

an understanding of the reaction in terms of a

structure�/reactivity relationship that can ultimately be

exploited to optimize biomimetic constructs in a non-

peptidyl framework. A systematic study of this electro-

nic structure�/reactivity relationship is currently under-

way in our laboratories. In the following, we summarize

the results of a study prerequisite to deriving such an in-

depth understanding that is primarily concerned with

generating a catalytic cycle that is both consistent with

experimental results and intrinsically complete.

All calculations on the MMOH active site presented

herein were carried out using a �/100-atom model of the

MMOH active site based upon the crystallographically

determined coordinates [78] for Hred (Fig. 2). In

determining the model size, the essential goal [115,116]

was to maintain key structural features seen in the

crystallographic data [77,78]. The smallest initial model

would be approximately 60 atoms in size and include the

two iron atoms, any coordinated water molecules, and

amino acid side chains coordinated to the iron atoms

(i.e. Glu114, Glu144, His147, Glu209, Glu243, His247)

with the backbone Ca atoms replaced by capping

hydrogen atoms. Optimization of this size model for

Hred, however, leads to significant differences with the

crystal structure [115,116]. Specifically, the Fe�/Fe dis-

tance increases by 0.8 Å, Glu243 changes from having

one oxygen bridging the two iron atoms (Fig. 2) to being

a bridging m-1,2 carboxylate, and ligand orientations are

generally qualitatively different. The RMSD of the

optimized small model Hred with the MMOH crystal
structure was 1.653 Å [115,116]. The model was there-

fore increased in size to add protein residues which

constrain the diiron core and surrounding ligands.

Asp143 and Asp242, which form hydrogen bonds to

the histidine rings of His147 and His246 respectively,

were included to stabilize the geometry [116]. Not only

did this change lead to the conservation of key structural

motifs, but the RMSD with the MMOH crystal
structure was also reduced to 0.411 Å. The two

carboxylates in the second coordination shell were

protonated, so that the model would then have zero

net charge, as in the MMOH active site which is buried

in a low dielectric medium. Lastly, an artificial con-

straint was included between the a carbons of Asp143

and Asp242 in order to constrain these two portions of

the protein backbone from drifting apart. These back-
bone segments, which are not constrained by hydrogen

bonds to each other, do not separate in the crystal

structure due to side chain packing interactions. The

distance of this constraint from the diiron core, and the

very small gradient inducing drift between the two

segments, assessed by carrying out unconstrained calcu-

lations, assures virtually no impact on the active site

chemistry.

4.2.4. Dioxygen activation

The dioxygen activation phase of the MMO catalytic

cycle (Fig. 3) begins with the diferrous Hred form. As

suggested by experimental work [85,110,111], Hred was

modeled with high spin S�/2 iron atoms coupled

ferromagnetically. A geometry optimization of the

crystal structure (Fig. 2) maintained the water molecule

trans to the histidine rings as being coordinated to only
Fe1. The optimized model displays an Fe�/Fe distance

about 0.35 Å longer than found in the crystal structure

[77], a difference which is in part due to an energetically

flat Fe�/Fe potential surface [115]. Hred decays with loss

of the water molecule trans to the histidines into

solution and subsequent reaction with dioxygen. The

loss of this water molecule creates open coordination

sites on each iron atom, both iron atoms then being five-
coordinate, which are available for dioxygen to occupy.

The next calculated intermediate may correspond to

the Hperoxo precursor and is a mixed-valent Fe(II)Fe(III)

superoxo intermediate, here termed Hsuperoxo. Transfer

of one electron from Fe2 to dioxygen creates a superoxo

O2
� ligand bound in a bidentate fashion to Fe2.

Mulliken spin and charge populations analyses (Tables

4 and 5, respectively) confirm that Fe2 is principally
involved in Hsuperoxo formation. The O3�/O4 bond

distance shows considerable lengthening versus an O2

bond length of 1.214 Å. Bidentate binding of superoxo

Fig. 2. An illustration of the core arrangement of the reduced form of

MMOH found in the crystal structure, adapted from Ref. [77].

Residues coordinated to the iron atoms are labeled only. Dashed lines

represent hydrogen bonds.
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to Fe2 provides stability to the superoxo intermediate

and indicates an advantage of a side-on attack by

dioxygen during superoxo formation. End-on attack

by dioxygen would have yielded a situation with an

unstable O3 directed outwards from the diiron core.

Other stabilization resulting from side-on attack comes

from the interaction of O3 with the water coordinated to

Fe1. The superoxo structure was taken to be ferromag-

netically coupled, with the one unpaired electron on the

superoxo moiety oriented parallel to the five unpaired

spins on the ferric Fe2 and the four unpaired spins on

the ferrous Fe1. Formation of the superoxo intermediate

is 5.71 kcal mol�1 endothermic versus reactants con-

sisting of dioxygen and Hred without the water molecule

that was trans to the histidine rings.

Hsuperoxo then decays to form an asymmetric

Fe(III)Fe(III) Hperoxo intermediate, with a structure first

proposed by Dunietz, et al. [115]. Mulliken spin and

charge populations (Tables 4 and 5, respectively) show

that Fe1 has now become oxidized as Fe2 had been

oxidized in the superoxo intermediate. O3 and O4 of the

peroxo unit have been reduced as shown by their

Mulliken charge populations, and each have spin

populations near zero as expected for an O2
2� species.

Fig. 3. Detail of the MMO catalytic cycle from Hred to Q. Core structures of the minimized structures are shown. Roman numerals indicate iron

atom oxidation states. The numbers indicate distances (Å). Fe1�/Fe2 distances are also noted. Dashed lines represent hydrogen bonds.

Table 4

Mulliken spin populations for intermediates in the MMO catalytic

cycle from Hred to Q

Species Fe1 Fe2 O3 O4

Hred 3.77 3.75 n/a n/a

Hsuperoxo 3.70 3.89 0.78 0.79

Asymmetric Hperoxo �4.01 3.98 �0.15 0.07

Symmetric Hperoxo �4.02 4.00 �0.10 �0.09

Q �3.49 3.54 �0.06 �0.03

Table 5

Mulliken charge populations for intermediates in the MMO catalytic

cycle from Hred to Q

Species Fe1 Fe2 O3 O4

Hred 0.63 0.72 n/a n/a

Hsuperoxo 0.74 0.81 �0.14 �0.12

Asymmetric Hperoxo 0.87 0.85 �0.32 �0.31

Symmetric Hperoxo 0.99 1.01 �0.40 �0.43

Q 0.80 0.80 �0.60 �0.53
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Compared with their positions in Hsuperoxo, O3 and O4

have both shifted to assume positions closer to Fe1, with

O4 forming a new bond with Fe1. A key hydrogen bond

is also formed between O3 and the water coordinated to
Fe1. Antiferromagnetic coupling was employed in this

intermediate. The asymmetric peroxo intermediate is

0.94 kcal mol�1 lower in energy than Hsuperoxo.

Our calculations indicate that there is no direct redox

path connecting the asymmetric Hperoxo with the next

major reaction intermediate, Q. Instead, a thermody-

namic driving force of 8.1 kcal mol�1 affords formation

of a symmetric isomer of Hperoxo (Fig. 3). This structure
is highlighted by a bridging non-planar m-h2:h2 (butter-

fly) peroxo group reminiscent of a Hperoxo structure put

forth by Siegbahn [133]. The carboxylate group of

Glu243, which had one oxygen atom in a bridging

position, has undergone a shift to a position in which O5

can form a hydrogen bond to the water coordinated to

Fe1. This shift in turn allows O3 to rotate in order to

assume to the bridging position opposite to O4 and
previously occupied by O5. In the resulting structure,

each iron atom (still coupled antiferromagnetically) now

has an essentially equivalent coordination environment.

Mulliken spin populations (Table 4) remain nearly

identical in the two structures, while tighter binding of

the peroxo moiety in the symmetric structures leads to

slightly larger charge populations (Table 5) for the

symmetric Hperoxo. These results point to a thermody-
namic preference for homolytic O�/O bond cleavage and

imply a pH independent rate for Hperoxo decay [85]. The

isomerization leads clearly to an additional weakening

of the O�/O bond in the peroxo moiety, as indicated by a

bond elongation of 0.11 Å (Fig. 3), and prepares the

subsequent bond cleavage.

The symmetric Hperoxo decays to form compound Q.

This transformation can be viewed as an oxidative
addition of the peroxo moiety to the diiron center to

afford an Fe(IV)2(m-O)2 diamond core structure. The

hydrogen bond between O5 and the water coordinated

to Fe1 is preserved and strengthened in Q. Formation of

Q from the symmetric Hperoxo is 11.04 kcal mol�1

downhill. The reduction of the peroxo group is evi-

denced by the Mulliken charge populations (Table 5) for

O3 and O4. Both the spin and charge populations show
the oxidation of the iron atoms from ferric d5 to ferryl d4

configurations. In agreement with spectroscopic data

[85,100], the structure for Q was treated with antiferro-

magnetic coupling and resulted in Fe1 and Fe2 residing

in nearly identical coordination environments.

The necessity of generating the catalytically active di-

m-oxo core of Q indicates the importance of the

carboxylate shift which occurs between Hsuperoxo and
the symmetric Hperoxo. Without the Glu243 O5 atom

repositioning to form the hydrogen bond, O3 would not

have been able to serve as the second bridging oxygen

atom in either the symmetric Hperoxo or Q.

Our suggestion for the structure of Q is significantly

different from that previously proposed by Siegbahn

[122] that was based on DFT calculations using mid-

sized models and assuming a low-spin S�/1 configura-
tion of the d-electrons on each iron atom. Siegbahn also

identified a Fe(IV)2(m-O)2 system, but suggested that

Glu243 served as a bridging carboxylate (in addition to

the bridging carboxylate from Glu144). Siegbahn’s Q

structure would be arrived at from our proposed Q

geometry by displacing the remaining water molecule

from Fe1. However, the structure with two bridging

carboxylates is �/50 kcal mol�1 higher in energy than
the currently proposed Hsuperoxo, Hperoxo, and Q struc-

tures [116]. The energy difference is attributable to the

considerable solvation of the water molecule in our Q

geometry. The water molecule is bonded to Fe1 and

hydrogen bonded to oxygen atoms having large partial

negative charges in both Glu114 and Glu243. Consider-

ing the energies of the two hydrogen bonds, the penalty

for removing the water molecule is estimated to be 25�/

30 kcal mol�1 [116].

The oxidation states and the magnetic coupling

between the iron centers throughout the dioxygen

activation phase of the MMO catalytic cycle are

presented in Table 3. The relative energies of the

aforementioned intermediates are shown in Fig. 4.

Formation of the symmetric Hperoxo and Q from Hred

are overall exothermic by 3.32 and 14.36 kcal mol�1,
respectively. The activation energy barriers in Fig. 4

reflect approximate preliminary barrier heights from

early explorations of the reaction coordinate from Hred

to Q.

Formation of the asymmetric Hperoxo from the super-

oxo intermediate is kinetically viable if the barrier

between the two structures is small. Initial mappings

of the reaction coordinate, rough transition state
searches, and the minimal structural difference between

the two intermediates indicate such to be a definite

possibility. A large barrier is likely between the two

peroxo structures, with conversion from the symmetric

to asymmetric Hperoxo requiring both a carboxylate shift

and a reorganization of oxygen atoms O3 and O4

originating from dioxygen. Based on data obtained so

far for these two shifts, each of these two steps will
contribute �/8�/10 kcal mol�1 to the overall activation

barrier. Such a large total barrier between the two

peroxo structures indicates that they should be obser-

vable, and suggests the need for additional Mössbauer

spectroscopy to be done on these peroxo intermediates.

The large activation energy for the peroxo interconver-

sion reaction has also warranted the simultaneous

investigation of a path directly from the superoxo
intermediate to the symmetric Hperoxo in order to

discover a potentially lower overall barrier to generating

the symmetric Hperoxo. Preliminary barrier heights along

this reaction path are significantly lower than the barrier
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for Q formation from the symmetric Hperoxo, which in

turn would explain why the symmetric compound

Hperoxo is the first spectroscopically observed intermedi-

ate after Hred [65]. This finding would also agree with

experimental rate constants showing the Hperoxo forma-

tion rate being faster than the Hperoxo decay rate

[85,88,102].
Research is currently underway to explore superoxo

structures with alternate orientations of the unpaired

electron in O2
� and with antiferromagnetic coupling of

the iron atoms. The possibility of transient ferromagne-

tically coupled symmetric and asymmetric Hperoxo

intermediates is also being addressed. Transition states

and reaction coordinates between the various intermedi-

ates are similarly being determined so that the mechan-
ism of dioxygen activation can be fully elucidated.

4.2.5. Substrate hydroxylation

In our studies of the reaction of Q with methane [117],

substrate was assumed to approach the core via a path
trans to His147 and His246 as proposed first by Lippard

et al. [78], which is also the approach most consistent

with a hydrophobic binding cavity that exists in this

location of the full protein structure. Various alterna-

tives for the activation of methane by Q were explored,

with the only energetically reasonable result being a

straight-on approach by methane to the bridging oxo

atom trans to the histidine ligands. Although prominent
alternatives [124�/130,134] were proposed in the litera-

ture, the bridging oxo group is now widely accepted as

the most likely site of the initial nucleophilic attack. Our

calculations predict an enthalpy of activation of 17.9

kcal mol�1 for this reaction, which reduces to 14.7 kcal

mol�1 if differential vibrational zero-point-energy is

included. Van der Waals energy for methane within the

MMO substrate pocket prior to hydroxylation can be
estimated to be �/6 kcal mol�1[135], with current work

in our lab aiming to calculate this number definitively.

The net enthalpy of activation is then �/8.5 kcal mol�1,

and with our calculation of DS% equalling �/29.0 cal

mol�1K�1, the calculated free energy of activation at

25 8C is �/17 kcal mol�1, which is in good agreement

with experiments [88], as are the individual computed

enthalpy and entropy terms.5 The structure of the rate

limiting first transition state, TS-1, depicted in Fig. 5

reveals a notable structural distortion of the Fe2O2 core

compared to Q (Fig. 3). The Fe1�/O3 bond shortens by

0.11 Å whereas Fe2�/O3 is elongated by 0.28 Å. Both

Fe1�/O4 and Fe2�/O4 bonds are elongated by 0.12 and

0.17 Å, respectively. At first inspection, the increase of

a-spin density at Fe2 (Table 6) accompanied by

approximately the same amount of a-spin loss at the

methyl-carbon indicates direct electron transfer from

CH4 to Fe2. However, at the same time there is a

notable increase of b-spin density at both O3 and O4,

which is not consistent with a simple electron transfer

mechanism from substrate to Fe2 through O4, in which

5 The free energy of activation of 17.1 kcal mol�1 translates into a

rate constant of 1.81 s�1 at 25.0 8C and can be compared with

experimental rate constants of 2�/10 s�1 at 7.8 8C from Ref. [89],

which translate to barriers of 15.1�/16.0 kcal mol�1.

Fig. 5. Core structure of the minimized transition state resulting from

hydrogen atom abstraction in the reaction of methane with Q. The

numbers indicate distances (Å). The Fe1�/Fe2 distance is also noted.

Single dashed lines represent hydrogen bonds.

Fig. 4. Reaction coordinate for the MMO catalytic cycle from Hred to Q.
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case an increase of a-spin density at O4 is expected. A

more intuitive picture arises when the Fe2O2 core

distortion and substrate attachment components of the

[Q�/CH4]0/TS-1 step are computationally decomposed

[132], by carrying out a single point calculation on the

diiron moiety at the geometry found in TS-1 without the

H� � �CH3 group attached (Fig. 6). Interestingly, an a-

spin density of 3.91 at Fe2, which is a clear indicator for

a d5-Fe(III) center, is observed even without substrate

binding. Thus, the Fe2O2 core distortion can be under-

stood to assist and/or trigger an intramolecular electron-

transfer mainly from O4 to Fe2, which generates a

radicaloid oxygen O4 resembling a neutral O�/H radical

with an excess b-electron spin density of 0.74. In this

formal picture, the first one-electron oxidation of the

substrate is consequently fueled by the intrinsic instabil-

ity of a radicaloid oxygen-moiety with a formal oxida-

tion state of �/I.
After TS-1 is traversed, one possibility is for the

system to follow a radical intermediate pathway (Fig. 7).

Formation of the radical intermediate from the transi-

tion state is 11.5 kcal mol�1 downhill with the methyl

carbon moved back by 0.44 Å from the oxo bridge and

the abstracted H atom forming a standard O�/H bond at

the new hydroxo bridge. The transition state for

methanol formation is achieved by rotating the O�/H

group to make a 938 angle with the C�/O axis. The

activation energy of 3.9 kcal mol�1 is too large to

explain the chiral ethane results [92,103], with the time

scale for rotation (�/5�/10 ps) being sufficient for the

ethyl radical to racemize completely. The product, a

methanol complex in which methanol is bound to the

diiron core, forms as the CH3 spontaneously moves

toward the O atom of the bridging OH group. Fe�/O

bonds trans to the histidines remain essentially sym-

metric during methanol formation and in the methanol

complex. Methanol then leaves the core in a barrierless

fashion.

Alternatively, the system could follow a concerted

pathway (Fig. 8) from the hydrogen atom transition

Table 6

Mulliken spin populations during the reaction of Q with methane

Species Fe1 Fe2 O3 O4 H CH3

Q �3.49 3.54 �0.06 �0.03 n/a n/a

TS-1 �3.39 4.17 �0.38 �0.28 �0.02 �0.43

I-BR �3.38 4.24 0.01 �0.26 �0.02 �0.92

I-C �3.44 4.23 0.04 �0.28 �0.02 �0.87

TS-BR �3.49 4.23 0.10 �0.22 0.00 �0.94

TS-C �3.44 4.23 0.04 �0.28 �0.02 �0.82

Methanol complex �4.17 4.20 �0.01 �0.15 0.00 0.00

Fig. 6. Mulliken spin densities of Q, TS-1 and Q at the distorted

geometry found in TS-1.

Fig. 7. Detail of the radical intermediate pathway for methanol formation. Core structures of the minimized structures are shown. Single numbers

indicate distances (Å). Fe1�/Fe2 distances are also noted. Single dashed lines represent hydrogen bonds.
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state to product. The first step in this mechanism would

be the formation of a structure with the abstracted H

forming the O�/H bond with minimal movement of all

other atoms. This ‘intermediate’ is 3.2 kcal mol�1

downhill from the transition state and does not involve

recoil of the CH3 group as in the radical pathway. The

next step requires evolving a geometry in which the O�/

H group has an angle of 80�/908 with the C�/O axis,

from which methanol formation can proceed sponta-

neously, as already noted. The transition state occurs

when the H atom has rotated �/408 and the CH3 group

has rotated �/158 in the opposite direction. The barrier

for this process, only 1.3 kcal mol�1, would allow

substantial retention of configuration, unlike the chiral

ethane experiments [92,103], and with the velocity

implied by the radical clock experiments [91,104,114].

A comparison of the energetics of the two pathways for

methanol formation is given in the reaction coordinate

for Q reacting with methane (Fig. 9).
Mulliken spin populations for Q, the hydrogen

abstraction transition state, the radical and concerted

intermediates, the radical and concerted transition

states, and the methanol complex are shown in Table

6. Q has two antiferromagnetically coupled high-spin

ferryl Fe(IV) centers. The hydrogen abstraction transi-

tion state shows the CH3 group developing radical

character. The spin population on the CH3 group is
near unity in the radical and concerted intermediates

and transition states. In the methanol complex, the spin

population is zero in the methanol moiety, and the iron

atoms have been reduced to two high-spin ferric Fe(III)

atoms, still antiferromagnetically coupled.

These results suggest that the findings of the chiral

ethane experiments [92,103] can be explained by the

existence of both a radical and a concerted channel. The
radical clock experiments [91,104,114] could be rationa-

lized by the larger, heavier substrates employed therein

finding the radical rebound channel less energetically

and/or kinetically favorable. Dynamics calculations on

the potential energy surface, described in the next

section, are necessary for computation of the partition-

ing ratio between the two pathways.

4.2.6. Semiclassical dynamics of MMO alkane

hydroxylation

Molecular dynamics (MD) methods that include

quantum effects in the description of reaction dynamics

offer a powerful approach to elucidate enzymatic

reaction mechanisms at the atomic level. Recently, we

[118] combined semiclassical MD with quantum chem-

istry calculations to provide a detailed model of the
methane and ethane MMO hydroxylation reactions.

Quantum effects are introduced at two levels. First,

quantum initial conditions are simulated using the

Fig. 8. Detail of the concerted reaction pathway for methanol formation. Core structures of the minimized structures are shown. Single numbers

indicate distances (Å). Fe1�/Fe2 distances are also noted. Single dashed lines represent hydrogen bonds.

Fig. 9. Electronic reaction energy profile of methane hydroxylation

promoted by Q. Both the radical-intermediate and concerted-reaction

pathways are shown.
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Wigner function for the Boltzmannized operator with

the harmonic normal mode approximation. Secondly,

tunneling corrections were improved through a WKB

treatment of sudden proton transfer at classical turning

points. Specific details for both approximations can be

followed in detail in Ref. [118].

The ethane hydroxylation dynamics were simulated

by reducing the dimensions of the electronic potential

energy surface (PES) as shown in Fig. 10. R1 is the O�/

H/C�/H distance before/after the proton coupled first

electron transfer transition state, R2 is the C� � �H�/O

angle, R3 is the C� � �O distance, and R4 accounts for the

C�/C bond rotation that could exchange the H isotopes

in a chiral ethyl radical and afford racemized products.

The PES is obtained through optimization of all the

remaining degrees of structural freedom for several

representative configurations of R1�/R4. Our model of

the active site of the enzyme (Fig. 2) contains a total of

105 atoms with ethane being the substrate.

The main energetic parameters in the ethane hydro-

xylation involve the energy barrier for proton coupled

electron transfer along the R1 coordinate, 12.5 kcal

mol�1, and the rotational barriers along R2 and R4, 3.90

and 4.06 kcal mol�1, respectively. These energy para-

meters are strongly coupled with R3, the C�/O distance.

In order to measure the different mechanisms of the

hydroxylation reaction and the amount of retention of

configuration, we sampled a trajectory flux following

the hydrogen atom transfer. The dynamics and trajec-

tory analysis describes 16% of the reaction following a

concerted pathway, where the system has enough

energy, or can rapidly redistribute the energy, to rotate

immediately after the transition state in the hydrogen

atom transfer coordinate. A close examination of the

trajectories following the concerted path, indicates that

the system spends 20�/40 fs in the transition state region

until there is an energy transfer from R1 and R4 leading

to a rotation in R2. All the concerted trajectories retain

the initial configuration since there is not enough time or

energy to rotate along R4. The fraction of reactants

following the concerted channel increases by almost 1/3

when tunneling contributions are considered. This large

quantum effect agrees with the experimentally measured

kinetic isotope effect; for example, kH/kD is 3.8 for

hydroxylation of R�/CH3CHTD [92,103].

The remaining 84% of the trajectories follow a bound

radical recoil/rebound pathway, where several vibra-
tional periods in R3 are required until the energy is

effectively redistributed to R2. This periodic motion

along R3 involves mainly substrate diffusion in the

active site. The radical intermediate exhibits a strongly

bonded character, where the C�/O distance is lower than

3.0 Å for half of the periodic motion along R3. The

mean lifetime of the radical intermediate derived from

our calculations is 300 fs. One might therefore explain
the failure to observe radical-derived products. Integrat-

ing R4 along the time axis for the recoil/rebound

pathway, we compute 69�/84% retention of configura-

tion, depending upon the initial energy in R4, in good

agreement with the observed experimental value of 72%

for R -chiral ethane.

4.3. Hemerythrin

Hemerythrin (Hr) is a metalloprotein responsible for

dioxygen transport in several marine invertebrates [136].

X-ray diffraction studies on both the deoxygenated

(deoxyHr) and the oxygenated (oxyHr) forms [137]

identified a dinuclear iron center at the active site. In

deoxyHr, the two Fe(II) atoms [138,139] adopt five- and

six-coordinate geometries having approximately trigo-
nal bipyramidal and octahedral local symmetry, respec-

tively, and are connected by two carboxylate groups

from aspartate (Asp106) and glutamate (Glu58) moi-

eties in addition to a water-derived hydroxo bridge

[137,140�/142]. The remaining coordination sites are

occupied by five terminally bound histidine ligands

(Fig. 11). Binding of dioxygen is accompanied by a

two-electron redox process affording a Fe(III)/Fe(III)
state and a hydroperoxide that is coordinated terminally

to the initially 5-coordinate iron, causing a change of

local structure from the trigonal bipyramidal motif to an

octahedral arrangement [143]. Changes in bond dis-

tances [137] and magnetic properties [144] together with

spectroscopic evidence for the presence of a hydroper-

oxo group in oxyHr [145] led to the proposal that the

electron transfer from the metal centers to the incoming
dioxygen is coupled to proton-transfer from the brid-

ging hydroxide to the newly formed peroxide. The

overall reaction for Hr is illustrated in Fig. 11. The

reversibility of dioxygen binding requires that the deoxy

Fig. 10. Reaction coordinates for the reduced potential surface

employed to model the ethane hydroxylation dynamics.

Fig. 11. Reversible O2 binding to hemerythrin.
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and the oxy forms of Hr in solution are relatively close

in free energy The experimental equilibrium constant of

2.5�/105 M�1 [136], measured under standard tempera-

ture and pressure conditions, implies that oxyHr is lower
in free energy by 7.3 kcal mol�1. Our initial objective

has been to reproduce this free energy difference

quantitatively via the use of QM and QM/MM calcula-

tions [135].

4.3.1. Computational models

For the isolated QM model of Hr, the terminal

histidine ligands were replaced by imidazole groups

and the bridging aspartate and glutamate ligands by
acetate moieties, resulting in a model cluster with a net

charge of �/1. For the QM/MM model, the cuts were

made at side-chains of the first sphere amino acid

ligands. One entire subunit of the protein was included

in the model, giving a 2007-atom model for oxyHr. The

active site of Hr is buried inside the protein cavity and

hence isolated from bulk solvent; in this situation, the

overall core moiety must be electrically neutral. This
neutrality is achieved in the present system by the

presence of the ionized, anionic carboxylate of Glu24,

which forms a strong hydrogen bond with a core

histidine. It neutralizes the formally positive charge

assigned to the diiron core unit. Except for Glu24 and

amino acids on the surface of the proteins forming salt

bridges, all remaining ionizable residues in the MM

region were neutralized. As discussed above, this
neutralization in effect accounts for the screening

imposed by the high dielectric solvent. Crystallographic

water molecules were included in the model but were

shown to have a very small effect on O2 binding.

Prior to applying QM/MM to hemerythrin, the

accuracy of the QM/MM interface for the three types

of amino acids (His, Glu, Asp) present in the first

coordination sphere was tested in benchmark calcula-
tions on small model systems. In the first set of tests, the

amino acid for which the test was carried out was

included in full, including models of their nearest

residual neighbors, while the remaining amino acid

residues were replaced by ligands of minimum size

(NH3 for His, and COO� for Glu and Asp). Using

such a model, both full QM calculations and mixed QM/

MM single-point energy calculations were performed
and the O2 binding energy and spin populations

obtained with the two methods were compared.

Whereas the QM and the QM/MM dioxygen binding

differed by only 1 kcal mol�1 for the His and Glu amino

acids, a somewhat larger deviation of 2 kcal mol�1 was

obtained for the small Asp residue. The spin populations

on iron, both for the oxy and the deoxy forms, are also

very similar in the two methods, within 0.02 units for all
three amino acids investigated. In these test calculations,

only one cut for each amino acid was included, while

there are on average 3.5 amino acids binding to each of

the two iron atoms in the active site of Hr. In a second

set of tests, the accuracy for models that include multiple

cuts was investigated by comparing QM and QM/MM

results for a mononuclear iron center coordinating up to
three full histidine groups. For these models, the

Fe(II)0/Fe(III) oxidation by hydrogen abstraction

from coordinating water molecules was investigated. It

was found that the presence of three cuts resulted in a

deviation of 0.8 kcal mol�1 relative to an extrapolated

QM model and the presence of two cuts resulted in a

deviation of 0.2 kcal mol�1. The errors are not

systematic and a larger error (2.0 kcal mol�1) was
actually obtained for the model containing one cut. Due

to the computational cost of using full QM models, the

above tests were made for single-point energies at the

structure found in 2.0 Å-resolution X-ray diffraction

studies. This limitation means that the electronic struc-

ture of the QM region is not in a minimum energy

configuration, which complicates the description of the

interaction between the two regions. The final test was
made for a realistic Hr model for which one entire

subunit of the protein was included and full geometry

optimizations were performed. In this test, one of the

seven side-chain cuts was replaced by a backbone cut,

located further away from the metal center. Replacing a

side-chain with a backbone cut and reoptimizing the

structures had an effect of only 0.04 kcal mol�1 on the

O2 binding energy, and a maximum effect of 0.09 on the
iron spin population. Taken together, the tests indicate

that the deviation between a full QM and a mixed QM/

MM treatment is within 2 kcal mol�1 for O2 binding in

hemerythrin. There is no indication that a QM/MM

model containing several cuts is less accurate than a

model containing only one cut. For the only test where a

realistic protein model was used and a full geometry

optimization was performed, the deviation between a
model with a cut in the backbone and that with a cut in

the side-chain is less than 0.1 kcal mol�1 for O2 binding.

4.3.2. Reversible binding of dioxygen

Purely quantum mechanical calculations of a small

model of the active site including the ligands of the first

coordination shell around the diiron core give an

electronic dioxygen binding enthalpy of �/5.3 kcal

mol�1. The reaction, however, is entropically unfavor-
able mostly owing to loss of entropy associated with

dioxygen. Consequently, the addition of translational,

rotational and vibrational entropy corrections shifts the

equilibrium in favor of the deoxy form by 13.8 kcal

mol�1. Adding these two terms together, O2 is unbound

by 8.5 kcal mol�1 of free energy, disagreeing by 15 kcal

mol�1 with the experimental estimate of �/7.3 kcal

mol�1 for the reaction free energy [136]. Naturally, the
question arises whether or not consideration of the

protein environment will improve the theory�/experi-

ment correlation. In principle, there are three main
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factors that will constitute the effect of the protein.

Firstly, partial charges on the peptide residues will

interact electrostatically with the diiron unit and also

cause a potentially notable redistribution of the electron
density at the diiron core. The second, straightforward

effect gives rise to what is widely recognized as ‘strain

energy’ and is due to steric constraints imposed by the

structure of the protein on the ligand moieties directly

connected to the metal center affording an otherwise

non-equilibrium ligand arrangement. Lastly, other non-

covalent interactions, most importantly driven by van

der Waals forces, are expected to afford a substantial
difference when the small quantum mechanical model is

compared to the full peptidyl system. Quantifying these

effects in a consistent manner is one of the most

attractive features of the QM/MM approach.

In the case of Hr, the electrostatic component is

anticipated to give preference to oxyHr, where a higher

degree of charge separation is expected due to charge

transfer from the iron centers to the dioxygen fragments.
Explicit evaluation of Coulombic interactions between

the peptidyl domain (MM-region) and the electron

density of the QM-region revealed a differential effect

of 3.2 kcal mol�1 in favor of oxyHr, where the most

dominant interaction is between the carboxylate frag-

ment of Glu24 and the diiron core, which becomes

oxidized in the course of the reaction. Intuitively, a

substantial strain effect would be expected given that the
first shell coordination sphere, especially around Fe2,

reorganizes significantly. The strain energy can be

computed explicitly by carrying out a single point

calculation on a small QM model using a structure

directly derived from the QM/MM equilibrium geome-

try and comparing it to the fully relaxed structure of the

purely QM model calculations. For this system, the

electronic structure of the iron-dimer including the first
coordination ligands is highly flexible and the strain

energy is estimated to be less than 1 kcal mol�1

although the orientation of the imidazole moieties are

notably different in the QM and QM/MM models [135].

The largest effect of the peptidyl environment arises

from van der Waals interactions between the bound

dioxygen and the hydrophobic pocket around the diiron

core, which amounts to a 6.3 kcal mol�1 preference
towards oxyHr. Lastly, a correction term needs to be

introduced for the solvation of dioxygen in water. Using

Henry’s law the free energy of solvation of dioxygen at

room temperature can be estimated to be �/3.9 kcal

mol�1. With these effects taken into account, the overall

free energy of the dioxygen binding is computed to be

�/5.2 kcal mol�1, which is in remarkably good agree-

ment with the estimate of �/7.3 kcal mol�1 obtained
from the experimentally measured equilibrium constant

[146].

The kinetics of reversible dioxygen binding, i.e. the

exact mechanism of dioxygen binding to the diiron core,

is highly complicated owing to the unpaired electrons on

the iron centers that couple antiferromagnetically to

each other. Thus, the excess electrons on each of the d6-

Fe(II) centers that transfer to the incoming dioxygen,
presumably in stepwise fashion, have opposite spins.

However, triplet dioxygen can only accept two electrons

that have the same spin, which inevitably generates a

situation that can be best described as a ‘spin-forbidden’

redox process. Brunold and Solomon [147] proposed to

overcome this intrinsic problem by initial attack of

dioxygen at the coordinatively unsaturated iron center

that is accompanied by transfer of the first electron.
Then a superexchange mechanism assisted by strong

coupling due to delocalization of the redox active

orbitals between the two iron centers via the oxo-bridge

was proposed to flip the spin on the superoxo moiety

and trigger the second electron transfer from the remote

iron site to form the peroxo ligand. Currently, we are

exploring the kinetics of this reaction using both the

large QM model and the QM/MM model. The latter is
particularly challenging since artificial electronic effects

due to the QM-MM boundaries, in our approach the

frozen orbital that connects the QM and MM domains,

have to be carefully separated from physically mean-

ingful electronic distortions. Note that this is an intrinsic

problem of any QM/MM approach and one of the

pressing open questions for the QM/MM technology.

Preliminary explorations of the reaction energy pro-
file point to a slightly different mechanism from what

has been suggested by Brunold and Solomon and

involves initial attack of dioxygen at the bridging

hydroxo-group accompanied by an outer sphere elec-

tron transfer from the coordinatively saturated iron site

giving a superoxo moiety, followed by double-exchange

with the resulting mixed-valence diiron complex to

enable the second electron transfer. Work is in progress
to obtain a more quantitative picture for the kinetics of

dioxygen binding in the large scale QM and QM/MM

framework.

5. Conclusions

The results described above reflect the considerable

progress that we, and other groups, have made over the
past several years in modeling metalloprotein active

sites. For both experimental systems considered, quali-

tative agreement with experimental data has been quite

good, and quantitative agreement has been demon-

strated in several cases, such as the computation of the

free energy differential between the oxy and deoxy forms

of Hr. Although improvements in methodology are still

an important direction to pursue, it is apparent that the
current computational tools */ particularly the use of

QM/MM methods in conjunction with QM meth-

ods */ can provide useful information for a range of
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metalloproteins. Widespread adoption of these meth-

ods, and deployment across a much broader range of

enzymes, would yield a qualitative advance in our

characterization and understanding of how metallopro-
teins function, and the role of the protein in controlling

structures and energetics of the key intermediates and

transition states required for biological function. Con-

tinuing reductions in computational cost/performance

ratio will systematically lower the resources required to

carry out such studies; even now, calculations on QM/

MM models containing 100�/150 atoms can routinely be

performed using a two-processor PC, costing a few
thousand dollars.

With regard to control of dioxygen chemistry by

metalloenzymes, some significant conclusions can be

drawn already from the studies that we have carried out

to date. In the case of Hr, oxygenation chemistry does

not occur because the O�/O bond is not cleaved and no

Fe(IV) species is involved. In this case, the key role of

the protein is to stabilize the oxy form versus the deoxy
form, tuned to the point where dioxygen can appro-

priately be bound and then released in the relevant

environments. The principal features enabling this

stabilization are the hydrogen bonding of the peroxo

species, electrostatic stabilization through Glu24 of the

electron deficient imidazole in the oxy form, and van der

Waals interactions between the protein and dioxygen/

peroxo moiety.
The catalytic reaction pathways of both the dioxygen

and methane activation cycles in MMO are significantly

influenced by hydrogen bonding structures formed by

the first shell ligands around the diiron centers. The

hydrogen bonding patterns are altered by two mechan-

isms: (1) carboxylate shifts exhibited by Glu243; and (2)

addition of dioxygen and transformation of the position

of the oxygen atoms as the various intermediates are
produced. The rate determining step in the hydroxyla-

tion reaction involving the oxidatively potent Fe(IV)

centers manifests a classical proton-coupled electron

transfer transition state in which the hydrogen is

roughly halfway between the carbon to which it was

originally attached.

There is still much to be learned about both systems,

and a great deal of work to do before theory and
experiment can truly be said to have been brought into

concordance at the level of detail required for a truly

reliable atomic level picture. One important area is

computation of spectroscopic observables, such as

optical spectra and Mössbauer spectra [148], for a given

theoretical structure, thus allowing a more convincing

identification of experimental species detected by these

techniques. A second is characterizing kinetic processes
at the same level of detail as intermediates, and directly

computing rate constants, kinetic isotope effects, and

other experimentally observable dynamical quantities;

some progress along these lines has been made for

MMO, but even for that system there is a lot more to

accomplish. Ultimately, one would like to make predic-

tions using the theoretical models that can be tested

experimentally, for example in site directed mutagenesis
experiments. The ability to make predictions that can be

confirmed by experimental data will be the best signal

that the equal partnership between theory and experi-

ment envisioned above is within reach.
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