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Abstract On the basis of spectroscopic and crystallo-
graphic data for dopamine b-monooxygenase and
peptidylglycine a-hydroxylating monooxygenase (PHM),
a variety of ligand sets have been used to model the
oxygen-binding Cu site in these enzymes. Calculations
which employed a combination of density functional
and multireference second-order perturbation theory
methods provided insights into the optimal ligand set for
supporting g1 superoxo coordination as seen in a crystal
structure of a precatalytic Cu/O2 complex for PHM
(Prigge et al. in Science 304:864–867, 2004). Anionic
ligand sets stabilized g2 dioxygen coordination and were
found to lead to more peroxo-like Cu–O2 complexes
with relatively exergonic binding free energies, suggest-
ing that these adducts may be unreactive towards sub-
strates. Neutral ligand sets (including a set of two
imidazoles and a thioether), on the other hand, ener-
getically favored g1 dioxygen coordination and exhibited
limited dioxygen reduction. Binding free energies for the
1:1 adducts with Cu supported by the neutral ligand sets
were also higher than with their anionic counterparts.
Deviations between the geometry and energetics of the
most analogous models and the PHM crystal structures
suggest that the protein environment influences the
coordination geometry at the CuB site and increases the
lability of water bound to the preoxygenated reduced
form. Another implication is that a neutral ligand set
will be critical in biomimetic models in order to stabilize
g1 dioxygen coordination.

Keywords Density functional theory Æ Copper
peroxide Æ Copper superoxide Æ Dopamine
b-monooxygenase Æ Peptidylglycine a-hydroxylating
monooxygenase

Introduction

The Cu-containing enzymes dopamine b-monooxygen-
ase (DbM) [1, 2] and peptidylglycine a-hydroxylating
monooxygenase (PHM) [1, 3, 4] play central roles in
neurobiology by regulating levels of neurohormones.
These enzymes exhibit substantial functional and struc-
tural similarities. The first step in each of their respective
catalytic cycles involves the binding and activation of
molecular oxygen, after which substrate C–H bond
oxidation occurs, resulting in the conversion of dopa-
mine to norepinephrine in the case of DbM and a-
hydroxylation of glycine-extended peptides in the case of
PHM. In addition to the 32% sequence identity in the
two enzymes [5, 6], active-site residues are also con-
served between them, which has been taken to imply
analogous catalytic mechanisms in each system [1, 7–10].
Both enzymes contain two noncoupled Cu active sites,
denoted CuA (or CuH) and CuB (or CuM), separated by
about 10 Å [10, 11]. The two metal atoms are not linked
by any bridging ligands and cycle through Cu(I) and
Cu(II) oxidation states during catalysis. CuA is believed
to function principally as an electron transfer site, while
CuB is the site at which dioxygen binding and sub-
sequent substrate hydroxylation take place.

Among recent work examining dioxygen–copper
systems [12–14], the activation of molecular oxygen at
the CuB site has in particular been probed via crystal-
lographic studies and the use of biomimetic models.
Chen et al. [15, 16] have used theory to model both a
side-on (g2) bound 1:1 CuB/O2 adduct and hydroperoxo
intermediates using crystal structures of the PHM cat-
alytic core [10] to generate starting geometries. Among
the many biomimetic models for DbM and PHM in
the literature [17–22], those of Tolman and coworkers
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[23–25] are among the most thoroughly investigated.
Using b-diketiminate and anilido-imine ligands, they
have isolated 1:1 side-on Cu–O2 adducts and charac-
terized them both experimentally and theoretically.
However, these Cu–dioxygen model complexes proved
to be unreactive towards substrates in potential
hydroxylation reactions [26]. Moreover, a crystal struc-
ture of a precatalytic complex of PHM with a bound,
inactive substrate analog has shown not only that di-
oxygen binds end-on (g1) to the CuB site, but also that
the O–O bond length in this intermediate is short enough
to rule out the possibility that the complex is a peroxo or
hydroperoxy intermediate [11].

Given the present disparity between current modeling
efforts and the PHM Cu–O2 crystal structure, we here
examine a variety of active-site models based upon
crystallographic and spectroscopic data for DbM and
PHM in order to model dioxygen activation at CuB. By
comparing the geometries, energies, and electronic
structures of these different models, we will determine
the influence of ligand coordination on the dioxygen
binding mode and complex stability. These results pro-
vide insight into nature’s choice of ligands at the CuB
sites in DbM and PHM and provide suggestions for the
design of new biomimetic model systems, which might
better represent these enzymes’ chemistries.

Choice of model systems

Model systems for the current study are based upon
available crystallographic and spectroscopic data for
DbM and PHM. Extended X-ray absorption fine
structure (EXAFS) data for DbM indicate two histidine
residues, a weakly bound unknown ligand (likely sol-
vent-derived), and a Met–S coordinated to CuB(I) [27,
28]. In oxidized DbM, the methionine has been pro-
posed to be weakly bound in an axial position [28]. With
regard to PHM, a combined EXAFS/electron para-
magnetic resonance (EPR)/Fourier transform IR study
concluded that CuB(I) was three-coordinate, with two
histidines and one methionine as ligands [29]; other
EXAFS experiments suggest that CuB(I) could be either
three- or four-coordinate [30]. The crystal structure of
the reduced PHM catalytic core shows two histidines
(H242 and H244), one methionine (M314), and one
solvent-derived moiety ligated to CuB(I) [9, 10, 31]. A
similar ligand environment is seen in the crystal struc-
ture of a precatalytic Cu–O2 complex for PHM, except
that a solvent-derived ligand is absent in this case [11].

Pooling these structural data suggests that realistic
models should satisfy the following criteria: (1) the Cu(I)
complexes should have either three or four ligands, (2)
there should be at least two N-coordinating ligands, and
(3) the other coordination sites should be occupied by up
to one thioether group or up to two solvent-derived li-
gands. Based on these constraints, the following three-
coordinate Cu(I) complexes are investigated: [Cu(N)3]

+,
[Cu(N)2(H2O)]+, [Cu(N)2(OH)], and [Cu(N)2(S)]

+,

where the nitrogen donating ligand N will be imidazole
in the place of a histidine residue, the solvent-derived
ligand will be either water or hydroxide, and S represents
dimethyl sulfide to model a methionine residue. Eight
four-coordinate complexes are also potentially consis-
tent with the structural data at hand: [Cu(N)3(H2O)]+,
[Cu(N)3(OH)], [Cu(N)2(H2O)2]

+, [Cu(N)2(H2O)(OH)],
[Cu(N)2(OH)2]

�, [Cu(N)3(S)]
+, [Cu(N)2(H2O)(S)]+, and

[Cu(N)2(OH)(S)].
Models for the PHM active site in the reduced and

oxygenated forms of the enzyme were derived from
available crystal structures (PDB ID codes 3PHM and
1SDW, respectively) [10, 11] by extracting coordinates
for the CuB center, dioxygen, and coordinating side
chains and solvent molecules. After adding hydrogen
atoms as appropriate, all degrees of freedom were
optimized except for the Cu–N, Cu–S, and Cu–O(H2O)
distances and the relative orientations of the imidazole
rings. The resulting structures allow for the energetic
effects of the protein-induced coordination geometries
versus those seen in the more completely optimized
model complexes to be determined (vide infra). In order
to test the validity of constructing enzyme models in this
manner and, in particular, the quality of the crystallo-
graphic metal–ligand bond distances, calculations were
carried out in which the bond angles around the Cu
center were frozen and metal–ligand bond distances
were optimized. Differences in the calculated and
experimental metal–ligand bond lengths in the reduced
structure, which had a crystallographic resolution of
2.10 Å [10], were 0.06 Å for Cu–N and Cu–S and 0.40 Å
for H2O (which reduces to 0.08 Å if replaced with
hydroxide). These differences correspond to an elec-
tronic energy difference of 8.8 kcal mol�1 (8.0 kcal
mol�1 with hydroxide present) upon relaxation of the
metal–ligand bond lengths. In the case of the oxygenated
form of PHM, where the crystal structure was obtained
at the higher resolution of 1.85 Å [11], the differences
were 0.04 Å for Cu–N, 0.14 Å for Cu–S, and 0.10 Å for
O2. The concomitant difference in the O–O bond length
was nominal (0.01 Å). The electronic energy decrease
upon optimization of the metal–ligand bond lengths was
only 2.5 kcal mol�1. These data imply the metal–ligand
bond distances in the crystal structures are reliable and
show that the differences in the calculated and experi-
mental structures do not significantly impact upon
dioxygen activation.

Computational methods

Density functional methods

Geometry optimizations were performed using the
Jaguar suite, version 5.0, of ab initio quantum chemistry
programs [32]. Density functional theory (DFT) with the
B3LYP functional [33–35], which has previously been
shown to be successful in predicting ligand–Cu(I) and
ligand–Cu(II) bond dissociation energies [36], was used
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for the calculation of structures and energies. Based
upon previous studies of 1:1 adducts formed from Cu(I)
complexes and dioxygen [24, 25, 37], geometry optimi-
zations were carried out using a restricted (RDFT)
methodology for singlet cases and an unrestricted
(UDFT) methodology for the triplet cases. The
6-31G(d,p) basis set was used for all atoms, except for
Cu, for which the lacvp** basis set [38–40], which in-
cludes an effective core potential, was used. Vibrational
frequencies were calculated analytically and scaled by
a factor of 0.96 [41], allowing for structures to be con-
firmed as minima and the inclusion of zero-point-energy
effects, thermal corrections to enthalpies, and entropic
contributions in computed free energies of reaction.

As the active site in PHM is solvent-exposed and a
solvent-filled cleft separates the CuA and CuB sites in
PHM [10, 11], inclusion of solvation effects is crucial
in order to obtain binding energies relevant to the
biological system. The solvation free energy of dioxy-
gen in water at 25 �C can be calculated from its
Henry’s Law constant to be +3.95 kcal mol�1 (in this
work all solvation free energies refer to a standard
state of 1 atm in the gas phase and 1 mol L�1 in
solution). A standard-state correction equal to
–RT ln(24.47), where 24.47 is the molar volume of an
ideal gas at 1 atm and 25 �C, is applied to free ener-
gies of reaction in which an adduct is formed from
dioxygen and a Cu(I) complex [42]. The self-solvation
free energy for water at 25 �C is �6.31 kcal mol�1

[43]. For those reactions in which water occurs as a
product, the free energies must be corrected by
+RT ln(55.6) to account for the 55.6 M standard-state
concentration of water [42]. As oxygenation does not
change the overall charge of the Cu-containing species,
the electrostatic contribution and hence the total sol-
vation free energy (which is dominated by the elec-
trostatic term) are virtually unaffected. Thus,
differences in solvation energies between Cu(I) com-
plexes and their oxygenated forms are assumed to be
negligible and are not explicitly included in the calcu-
lated enthalpy changes for the oxygenation reactions.
This assumption is likely to introduce errors no larger
than those implicit in the computation of free energies
of solvation for charged species [44].

A Born–Haber free-energy cycle (Scheme 1) is used
to determine pKa values. The free energy for deproto-
nation in aqueous solution is given by Eq. 1:

DGa ¼ DGg � DGAH
sol þ DGA�

sol þ DGHþ
sol ; ð1Þ

where DGg is the gas-phase deprotonation energy and
DGsol

AH, DGA�
sol , and DGHþ

sol are the solvation free
energies for the conjugate acid and base forms and the
proton. Solvation free energies for HA and A� are
calculated with a self-consistent reaction field method
using the Poisson–Boltzmann solver implemented in
Jaguar [45, 46]. The solvation free energy for the
proton is taken to be �264.0 kcal mol�1 [47]. The pKa

is then computed as

pKa ¼
DGa

2:303RT
; ð2Þ

where R is the universal gas constant and T is temper-
ature. Empirical corrections to the calculated pKa values
were assessed in order to compensate for any systematic
error introduced by the computational methodology.
The oxonium ions CH3OH2

+ and CH3CH2OH2
+ and

the hydronium ion H3O
+ can serve as model com-

pounds for water bound to a Cu(I) site. Calculated pKa

values for these species are �2.3, �3.5, and �2.1,
respectively, while experimental values are �2.1, �1.9,
and �1.7 [48]. Averaging the differences between the two
sets of numbers leads to a correction factor of +0.7.
Similarly, imidazole bound to Cu(I) may be modeled by
imidazolium. The computed pKa of 17.8 differs from the
experimental value of 7.0 [49], pointing to a correction of
�10.8 units in this case.

Multireference methods

While closed-shell singlet and high-spin triplet Kohn–
Sham wave functions can be expressed as single Slater
determinants, open-shell singlets formally require at
least two determinants and therefore are not a priori
representable within the framework of Kohn–Sham
DFT. Open-shell singlets are particularly relevant in
Cu–O2 adducts, however, especially those with a sig-
nificant degree of Cu(II)–superoxo character, i.e., those
which most resemble a biradical with one electron
localized to Cu and the other to O2. In order to account
for the multideterminantal nature of the singlet adducts
when calculating these species’ energies and to compute
accurate singlet–triplet energy differences, single-point
multireference second-order perturbation theory
(CASPT2) [50] calculations were carried out. The
complete active space (CAS) for the reference wave
functions was composed of 18 electrons and 12 orbitals
and consisted of the Cu valence electrons/orbitals and
the r2p, r2p*, p2p, and p2p* electrons/orbitals from the
dioxygen moiety. After removing orbitals with occupa-
tion numbers greater than 1.999, a final (12,9) active
space was arrived at (see Ref. [37] for more details). The
MOLCAS program was used for all CAS and CASPT2

AH (g) A- (g)   +   H+  (g)

AH (aq) A- (aq)   +   H+  (aq)

∆Gg

∆Ga

∆G sol
AH ∆G sol

A- ∆Gsol
H+

Scheme 1 Born–Haber free-energy cycle

199



calculations [51]. A 17-electron relativistic effective core
potential basis set was used for Cu [52] and a polarized
double-zeta atomic natural orbital basis set was used for
all other atoms [53].

In order to make the CASPT2 calculations more
tractable, a simplified version of the models was used in
which the imidazole ligands were changed to ammine
ligands. The overall geometry was kept unchanged from
that of the full model, except that the positions of the
ammine hydrogen atoms were optimized at the DFT
level prior to the CASPT2 calculations. Using this small
model, differences between the singlet/triplet splittings at
the DFT and CASPT2 levels of theory were calculated
according to

D ¼ 1A�3A
� �

CASPT2
� 1A�3A
� �

DFT

¼ 1A
� �

CASPT2
� 1A
� �

DFT

h i

� 3A
� �

CASPT2
� 3A
� �

DFT

h i
: ð3Þ

As the triplet is well described by both levels of theory,
we may take its relative energy difference between the
DFT and CASPT2 levels to be zero. The quantity D
provides a correction to the singlet energies produced by
DFT. The final electronic energies for all singlet Cu–O2

adducts in the full model systems are then obtained by
summing the DFT electronic energies for the full model
systems and the D obtained from calculations on the
corresponding simplified models.

Results and discussion

Cu(I) complexes

Starting from the 12 Cu(I) complexes consistent with the
experimental structural data, geometry optimizations
were carried out for each ligand set. Only eight of these
proved to be stable and suitable for further investiga-
tion; details of these geometry-optimized structures are
presented in Table 1. Of the other four potential com-
plexes, hydrogen-bond-driven dissociation of ligands
[54–56] is observed in two of the cases. That the ligands
in question in these two complexes are solvent-derived

suggests the complex as posed is unstable and that the
associated ligand set is not viable. Constraining coor-
dination angles and optimizing metal–ligand bond
lengths avoids dissociation [54], but leads to structures
significantly higher in energy compared with those with
intermolecular hydrogen bonding [e.g., 8.7 kcal mol�1

higher in the (N)2(H2O)2 ligand set], emphasizing the
instability of the former.

The geometric parameters of the calculated Cu(I)
complex with the (N)2(H2O)(S) ligand set compare
favorably with EXAFS results from both DbM [27, 28]
and PHM [29, 30], which identify two nitrogen donors at
approximately 1.92 Å and one sulfur donor at approx-
imately 2.25 Å from the CuB(I) center. The EXAFS data
from DbM suggested the presence of an additional,
weakly bound N, C, or O donor at a distance of 2.56 Å
from the CuB(I), in good agreement with the Cu–OH2

distance of 2.579 Å in the geometry-optimized structure.
The reduced PHM catalytic core crystal structure

(Fig. 1a) exhibits an (N)2(X)(S) ligand set at the CuB
site, where X indicates a tightly bound solvent-derived
ligand [10]. While the Cu–N and Cu–S distances and
general coordination geometry in the computed Cu(I)
complex with the (N)2(H2O)(S) ligand set are not in
conflict with the crystal structure data (Table 1), the Cu–
O distances, on the other hand, differ significantly. The
Cu–O distance of 1.88 Å in the crystal structure has
been interpreted to imply the presence of a hydroxide
rather than a H2O ligand [57–59]. With the crystal
structure being obtained at pH 5.5, however, a hydrox-
ide ligand seems unlikely. Moreover, the computed
Cu(I) complex with the (N)2(S)(OH) ligand set was
found to be unstable, while Cu(I) complexes with both
(N)2(S)(H2O) and (N)2(S) ligand sets were found to be
stable minima. The short Cu–O distance in the crystal
structure may be the result then of a disordered solvent
molecule near the CuB site. Calculations with a longer
Cu–O distance indicate that [Cu(N)2(S)(H2O)]+ is lower
in free energy than [Cu(N)2(S)]

+ + H2O by 1.78 kcal
mol�1, further supporting the premise that an aqua li-
gand is preferred at the reduced CuB site.

Trends among the Cu(I) complexes are also consis-
tent with those observed by Carvajal et al. [54] in their
study on coordination number changes at Cu(I) centers.

Table 1 Geometric details for all Cu(I) complexes stable under optimization

Ligand set Cu–N Cu–O Cu–S Coordination geometry

(N)3 2.039, 2.039, 2.039 – – Trigonal planar
(N)3(OH) 2.044, 2.303, 2.303 1.965 – Distorted tetrahedral
(N)3(H2O) 2.022, 2.022, 2.166 2.530 – Distorted trigonal pyramidal
(N)3(S) 2.068, 2.073, 2.090 – 2.702 Trigonal pyramidal
(N)2(OH) 1.928, 2.332 1.857 – T-shaped
(N)2(H2O) 1.925, 1.925 2.495 – T-shaped
(N)2(S) 1.953, 1.962 – 2.624 T-shaped
(N)2(H2O)(S) 1.992, 1.997 2.579 2.614 Distorted tetrahedral
PHM–(N)2(H2O)(S)a 2.06, 2.25 1.88 2.45 Distorted tetrahedral

All bond distances are measured in angstroms.
N imidazole, S dimethyl sulfide, PHM peptidylglycine a-hydroxylating monooxygenase
aData from the crystal structure for reduced PHM [10]
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When the coordination number is increased by the
addition of an imidazole ligand [e.g., from (N)2(S) to
(N)3(S)], metal–ligand bond distances accordingly in-
crease by approximately 0.1 Å. The variety of stable
three- and four-coordinate Cu(I) complexes in Table 1
may be attributed to the relative energetic ease with
which Cu(I) can accommodate third and fourth ligands
in its coordination sphere [54].

1:1 Cu–O2 adducts

1:1 Cu–O2 adducts with each of the eight ligand sets
which yielded stable Cu(I) complexes were optimized as
singlets and triplets with both end-on and side-on
coordination of dioxygen to the Cu center. The binding
free energies (i.e., the free-energy changes for the reac-
tion LCu + O2 fi LCuO2) at 25 �C and O–O and
Cu–S bond distances for those 1:1 adducts are given in

Table 2. O–O stretching frequencies in the complexes
have been computed (Table S1) and are found to
correlate linearly with O–O bond distances (Fig. S1), as
has been seen in other computations on 1:1 metal
complexes of O2 [60].

Ligand trends

Examination of the structures in Table 2 and noting
those complexes which proved unstable indicates the
following trends associated with the different ligand sets.
Side-on coordination of dioxygen represents a stable
energetic minimum only for those cases which contain at
most three ligands. Steric crowding deters side-on
binding of O2 with the four-ligand sets. The Cu(I)
complexes with (N)3(S) and (N)2(H2O)(S), for example,
clearly have limited space in which to accommodate two
additional bonds to Cu from dioxygen (Fig. 2). In
addition, oxidized Cu(II), with a d9 configuration,
should exhibit a tetragonal distortion of the octahedral

Table 2 Binding free energies (DGo, kcal mol�1) at 25 �C and selected bond distances (Å) for all stable 1:1 Cu–O2 adducts

Ligand set O2 hapticity Multiplicity DGo O–O Cu–S

(N)2 g1 Singlet (12.97) 1.244
(N)3 g1 Singlet 4.75 (�2.70) 1.256

g2 Singlet 11.35 (3.90) 1.307
(N)3(OH) g1 Singlet �5.03 1.311

g1 Triplet �7.81 1.302
(N)3(H2O) g1 Singlet 11.67 1.280

g1 Triplet 2.48 1.226
(N)3(S) g1 Singlet 11.69 1.262 2.628
(N)2(OH) g1 Singlet 2.03 1.290

g2 Singlet 0.33 1.347
g1 Triplet �2.24 1.282
g2 Triplet �4.95 1.300

(N)2(H2O) g1 Singlet 9.96 1.254
g2 Singlet 12.97 1.321

(N)2(S) g1 Singlet 8.12 (9.90) 1.253 2.774
g2 Singlet 15.76 1.306 2.378

(N)2(H2O)(S) g1 Singlet 13.35 1.263 2.736
PHM–(N)2(S)

a g1 Singlet (�0.50)b 1.23 2.27

Numbers in parentheses correspond to the reaction in which the Cu(I) complex included an aqua ligand
aFrom calculations based on models derived directly from available crystal structures for PHM [10, 11]
bZero-point-energy correction, thermal correction to the enthalpy, and DS taken to be equal to those from the analogous model case

Fig. 1 Geometries of the CuB site in a the reduced peptidylglycine
a-hydroxylating monooxygenase (PHM) catalytic core [10] and b
the precatalytic CuB/O2 PHM complex [11] crystal structures. Pink
copper, gray carbon, blue nitrogen, yellow sulfur, red oxygen.
Distances have units of angstroms

Fig. 2 Space-filling representation of a [Cu(N)3(S)]
+ and b

[Cu(N)2(H2O)(S)]+, where N is imidazole and S is dimethyl sulfide.
Hydrogen atoms, with the exception of those on the aqua ligand,
are omitted for clarity. Pink copper, gray carbon, blue nitrogen,
yellow sulfur, red oxygen, white H
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ligand field, further disfavoring coordination to the last
axial site, which would have to be occupied in a six-
coordinate Cu–O2 complex. That 20-electron Cu–O2

adducts would form from the 18-electron tetracoordi-
nate Cu(I) complexes provides an electronic deterrent as
well to dioxygen binding in these cases.

Comparing free energies of formation for adducts
with differing dioxygen hapticities within ligand sets, we
find that end-on coordination of dioxygen is favored
over side-on coordination in all cases (by 3.0–7.6 kcal
mol�1). The only exception occurs for the (N)2(OH) li-
gand set, which has only three ligands and contains an
anionic hydroxide ligand, thereby stabilizing the higher
oxidation state of Cu and additional reduction of diox-
ygen that is associated with the increased peroxide
character inherent in g2 dioxygen coordination.

Stable equilibrium structures for triplet Cu–O2 ad-
ducts were obtained only for the (N)3(H2O), (N)3(OH),
and (N)2(OH) ligand sets. These three most-electron-
donating ligand sets support superoxide-like character in
the 1:1 adduct over dioxygen-like character, which in
turn stabilizes a triplet adduct over decomposition to the
Cu(I) complex and molecular (triplet) oxygen. For the
anionic ligand sets, the triplet complexes were 3–5 kcal
mol�1 lower in energy than their singlet counterparts.

The anionic, hydroxide-containing ligand sets are
noteworthy for their tendency to yield Cu–O2 adducts
with the lowest binding free energies and the longest O–
O bond lengths. The electron-rich nature of these ligand
sets is responsible for stabilizing higher oxidation states
of Cu and greater reduction of the dioxygen moiety. The
enhanced stability of these 1:1 adducts is a potential
biological liability, however, and may result in their
being relatively unreactive towards substrates, as has
been seen in 1:1 Cu–O2 adducts supported by an anionic
b-diketiminate ligand [26]. The inherent stability of the
hydroxide ligands themselves at the physiological pH of
7 is also low. For H2O ligands in the Cu–O2 complexes
examined here, calculated pKa values were essentially
unchanged from that for H2O itself.

By contrast, the neutral ligand sets provide a
more biologically pertinent array of Cu–O2 complexes.
O–O bond lengths in the cases of the singlet g1 Cu–O2

complexes track with the net electron-donating capa-
bility of the ligand set, according to (N)3(H2O)>
(N)3(S)�(N)2(H2O)(S)>(N)3�(N)2(H2O)�(N)2(S). The
lowest DGo of formation is observed for the cases of
(N)2(H2O), (N)3, and (N)2(S) (Fig. 3a–c). Other cases
are somewhat less favorable, but the total spread among
DGo values is only 8.6 kcal mol�1. The singlet end-on
adducts in the (N)2(H2O) and (N)3(H2O) cases are sta-
bilized by a hydrogen-bonding interaction between the
aqua ligand and the superoxo moiety (Fig. 3a, d). In
general, however, the trend with DGo here exhibits
competing effects. The four-coordinate Cu(I) complexes
provide more electron density to copper, which favors
dioxygen binding. This effect is offset as oxygenation
of the tetracoordinate 18-electron complexes leads to
the formation of 20-electron species. Additionally,
coordination of the fourth ligand in the Cu(I) complex
also creates a steric disincentive to dioxygen binding.
Alleviation of the steric hindrance [i.e., with the (N)3,
(N)2(H2O), and (N)2(S) ligand sets] and creation
of 18-electron Cu–O2 adducts from three-coordinate,
16-electron Cu(I) complexes generally leads to a more
favorable DGo than does maximizing the electron-
donating characteristics of the ligand set [e.g., (N)3(S)
and (N)2(H2O)(S)].

Correspondence to the PHM CuB active site

The end-on singlet Cu–O2 adduct with the (N)2(S) ligand
set has a favorable DGo of formation, which is consistent
with this same ligand set and dioxygen coordination
mode being found at the CuB site (Fig. 1b) in the 1.85-Å
resolution crystal structure for the PHM Cu–O2 pre-
catalytic enzyme complex [11]. The Cu–O and O–O
distances are also comparable, in particular showing
only slight elongation of the O–O bond as compared

Fig. 3 Singlet end-on 1:1 Cu–O2 adducts with the ligand sets a (N)2(H2O), b (N)3, c (N)2(S), and d (N)3(H2O). Hydrogen atoms, with the
exception of those on the aqua ligand, are omitted for clarity. Pink copper, gray carbon, blue nitrogen, yellow sulfur, red oxygen, white
hydrogen. Distances have units of angstroms
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with that of free molecular oxygen (1.208 Å [49]). The
model complex, however, has a Cu–S distance which is
0.50 Å greater than that found in the crystal structure.
Such a long and weak Cu–S interaction is similarly seen
in oxidized DbM, where the Met–S is coordinated axi-
ally [28]. This difference between the model and the
PHM CuB-site structures can be attributed to a different
coordination geometry in the protein, which shows a
tetrahedral coordination at CuB (likely due to the
structural influence wrought by the protein environ-
ment), compared with the theoretical model, where di-
methyl sulfide is coordinated in the equatorial position
of a distorted square-planar geometry. The geometric
dissimilarities between the model complex and the
geometry of the PHM CuB site�, however, translate into
an electronic energy difference of only 1.6 kcal mol�1 in
favor of the model system, indicating that the protein
environment minimally affects the stability of the Cu–O2

adduct. Computed g1 Cu–O2 complexes supported by
other ligand sets exhibit similar Cu–S distances, ranging
from 2.628 to 2.736 Å.

Detailed examination of the (N)2(S) singlet g1 Cu–O2

structure reveals that the species may be considered
intermediate between a Cu(II)–superoxo and a Cu(I)–O2

complex. The O–O bond length of 1.253 Å is longer
than that in O2, yet significantly shorter than a typical
superoxo bond length of 1.35 Å. The computed m(O–O)
of 1,352 cm�1 is also greater than the typical values of
1,075–1,200 cm�1 observed for superoxo ligands [61].
Occupation numbers from the multiconfigurational
CASPT2 calculations (Fig. S2) further support an elec-
tronic structure in which Cu is intermediate between d9

and d10 and the dioxygen moiety is intermediate between
O2 and O2

�. This assignment agrees well with that based
on the crystal structure, which was concluded to be
compatible with either dioxygen or superoxide bound to
Cu [11]. There is also a strong resemblance to the tran-
sition state for oxygenation of the b-diketiminate and
anilido-imine Cu(I) complexes of Tolman et al. [24] (and
B.F. Gherman, W.B. Tolman, and C.J. Cramer,
unpublished work), which showed weak, end-on binding
of dioxygen to Cu with significant Cu(I)–O2 character.

The possibility that the mechanism in the protein
environment involves loss of a water ligand during for-
mation of the oxygenated product is supported by cal-
culations on both the model complexes and the crystal
structure-based geometries. The free energy of oxygen-
ation of [Cu(N)2(S)]

+ is comparable to that for
[Cu(N)2(S)(H2O)]+ when the aqua ligand is released to
solution upon dioxygen binding. If the aqua ligand re-
mains bound to copper throughout, the free energy of
reaction increases by 4.5 kcal mol�1. Additionally,
protein geometric constraints or environmental effects

(either electrostatic or steric) could favor loss of a water
ligand at CuB in PHM in the course of reaction with
dioxygen. Calculations on CuB-site models derived di-
rectly from crystal structures [10, 11] support such a
hypothesis and show that DGo for this reaction is
�0.50 kcal mol�1, which is considerably more favor-
able than oxygenation of the Cu(I) complex with the
(N)2(S) model ligand set (Table 2). As such, PHM uses
water release to drive an otherwise endergonic process, a
theme which is well established in biochemistry [62–65].
Notably, the enzymatic reaction is slightly exergonic,
whereas the same reaction using the model complexes,
i.e., [Cu(N)2(S)(H2O)]++O2 fi [Cu(N)2(S)(O2)]

++H2O,
is endergonic by 9.90 kcal mol�1. The difference can be
attributed to the strain energy of 12.0 kcal mol�1 in the
PHM [Cu(N)2(S)(H2O)]+ structure and implies that
the protein facilitates formation of the 1:1 adduct by
destabilizing the reactant Cu(I) complex rather than by
stabilizing the product.

Finally, we note that the calculations are consistent
with the presence of hydrogen bonds to the coordinating
residues His242 (to the side-chain carbonyl group of
Gln272) and His244 (to the backbone carbonyl groups
of Asp312 and Thr309) in both PHM crystal structures
[10, 11]. Computed pKa values for the nitrogen-based
protons of the imidazole groups were high; in particular,
with the [Cu(N)3]

+ structure, the pKa was 13.4. The
imidazole groups should therefore remain protonated
and available for hydrogen-bond donation in PHM.

The impact of such hydrogen bonding on O2-binding
free energies has been assessed for the PHM-like ligand
sets (N)2(S) and (N)2(S)(H2O) through the addition of a
water molecule as a hydrogen-bond acceptor from one
imidazole ring. Computed DGo values change by
�0.55 kcal mol�1 for g1 dioxygen coordination with the
(N)2(S) ligand set, by �3.15 kcal mol�1 for the g2 case
with (N)2(S), and by �2.29 kcal mol�1 for the g1 case
with (N)2(S)(H2O). While hydrogen bonding to the
acceptor water molecule does lead to stabilization of the
1:1 adducts, by inducing the imidazole ligand to be more
electron-donating, the relative energetic ordering of end-
on versus side-on O2 binding with the (N)2(S) ligand set
remains unchanged. Given the relatively small effect
created by the presence of one water molecule, the
inclusion of additional water molecules or formate ions
or even full deprotonation of the coordinated imidazole
rings may be suggested as a means to simulate stronger
hydrogen-bonding environments in the model systems.
However, Cu(I) complexes in these cases proved to be
unstable under optimization, preventing the computa-
tion of the corresponding dioxygen-binding free ener-
gies.

Comparison with prior calculations

Chen and Solomon [16] previously carried out calcula-
tions on PHM CuB active-site models which, in contrast
to the results presented here, asserted the side-on bound

� All calculations based directly on the PHM crystal structures used
models in which bonds from Cu to ligating atoms were fixed at the
distances and angles present in the crystal structure (see the
‘‘Choice of model systems’’ section). Consequently, the main geo-
metric parameters in these models are those shown in Fig. 1.
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form to be more stable with the (N)2(S) ligand set than
an end-on bound form with the (N)2(S)(H2O) ligand set.
Chen and Solomon did not report having considered an
g1 structure with the (N)2(S) ligand set. In addition, their
reported side-on structure shows a surprising degree of
dioxygen reduction (O–O distance of 1.387 Å; cf. Ta-
ble 2). When we subjected their reported structure to
geometry optimization (subject to a constraint on the
locations of carbon atoms for three methyl groups that
they added to mimic enzyme a carbons) at the same level
of theory that they reported (unrestricted B3LYP/
LANL2DZ), we found their structure not to be a sta-
tionary point, and instead its geometry relaxed smoothly
to an end-on complex rather similar to those reported
here. At the restricted B3LYP level of theory, however,
their restrained structure did indeed prove to be sta-
tionary, suggesting that even if their calculation began
from an unrestricted Kohn–Sham self-consistent-field
solution, at some point during their optimization there
was an accidental convergence to a restricted solution
after which point optimization proceeded exclusively on
the restricted surface. In any case, the use of uncorrected
DFT energies, whether restricted or unrestricted, to as-
sess isomer energies and reaction paths is potentially
problematic, as multideterminantal character in a
Cu(II)–superoxo biradical singlet state can lead to sig-
nificant errors in raw DFT energies and structures [37,
66]. Thus, we believe that the crystal structure of the
oxygenated PHM CuB site [11], which shows end-on
coordination of dioxygen to copper, should be consid-
ered to be relevant and reliable, particularly given the
consistency between the crystal structure and the theo-
retical calculations presented herein.

Based upon mixed quantum mechanics/molecular
mechanics (QM/MM) calculations on DbM, Kamachi
et al. [67] have also reported that end-on dioxygen
coordination at the CuB site is energetically preferred
over side-on O2 binding. They similarly observe limited
dioxygen activation by the (N)2(S) ligand set present in
the CuB site. In particular, their lowest energy structure
for the end-on CuB–O2 adduct shows an O–O bond
length of 1.276 Å. The increase of 0.02 Å versus the
corresponding model geometry obtained in this work
(Fig. 3c) is attributable to hydrogen bonding between
the dioxygen moiety and bound substrate in their
QM/MM structure. The favorability of these geometric
results is tempered, however, by energetics computed
using DFT (both RDFT and UDFT methodologies).
The significant Cu(II)–superoxo character of the
CuB–O2 adducts has been shown to lead to considerable
inaccuracies in DFT energies as a result of the multi-
determinantal character of this singlet biradical species
[37, 66]. In the case of Kamachi et al., this leads to the
unsettling result that the triplet state of the end-on
adduct is the most stable, in contrast with EPR
measurements which did not detect any paramagnetic
species in the DbM reaction [68, 69]. The relative
energies of the end-on and side-on species reported by
Kamachi et al., while in qualitative agreement with the

crystallographic data, are similarly quantitatively sus-
pect. The results presented in the current work thus not
only corroborate the geometric results obtained by Ka-
machi et al. but also importantly provide what we be-
lieve to be the first highly accurate energetic assessment
of oxygenation at the CuB site in PHM and DbM.

Conclusions

Dioxygen binding to Cu(I) complexes supported by a
variety of ligand sets consistent with spectroscopic and
crystallographic data for the CuB site in DbM and PHM
has been examined using a combination of DFT and
CASPT2 methods. Calculations have shown that g2

coordination of molecular oxygen occurs only when
steric crowding around the Cu center is minimal, and
that such binding is energetically preferred over g1

coordination only when the electron-donating charac-
teristics of the ligand set are maximized. Cases including
the anionic hydroxide ligand exhibited greater reduction
of the dioxygen moiety and greater exergonicity for
adduct formation, but pKa calculations indicated these
complexes to be inherently unstable with respect to their
protonated congeners. Among the neutral ligand sets,
(N)2(H2O), (N)3, and (N)2(S) proved most favorable for
dioxygen binding, with the (N)2(S) case in particular
being found to be most consistent with crystal structures
for PHM. The protein environment was concluded to
affect the coordination geometry at CuB as well as the
lability of aqua ligands at this site. Our results also
suggest that use of a neutral ligand set in biomimetic
complexes should better support g1 dioxygen coordina-
tion, limit dioxygen reduction, and result in 1:1 adducts
that are not so stable as to be unreactive with hydro-
carbon substrates.
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