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Basic Statistics and Hypothesis Testing 

 
Statistics terminology 
Probability density function (pdf): A function that plots the probability of observing a particular value.  Given a normal 
distribution, for example, the probability of observing a value close to the mean is much higher than one that is far from 
the mean.   

• Sample:   A collection of observations from a population 
• Mean:    The average value. 
• Median:  The midpoint of the pdf.  This is the “midpoint” of the data – half of the values fall on 

one side of the median, the other half fall on the other side. 
• Standard deviation:  This measures how widely dispersed the data are – how wide the pdf falls around the 

mean.  The variance is the squared-value of the standard deviation. 
 
Hypothesis Testing 
The first step in conducting a hypothesis test is to identify the test. This means constructing a null hypothesis (Ho) and an 
alternative hypothesis (Ha). For example, if you wanted to test whether a sample mean, μ, equals a particular value μo, the 
test would be written as: 
 
 
 
 Now, to test your hypothesis, you need to construct a test statistic. This allows you to do the test using a standard 
distribution (like a normal distribution, or a student’s T distribution).  The one you will use most often is the t-statistic: 
 
 
 
 
Where sμ  is the standard error. In this case, the standard error would be the estimated standard deviation σ, divided by the 
square root of the sample size n: 
 
 
 
Now, you need to identify the critical value of the t-statistic that will allow you to reject your null hypothesis. The critical 
value you look for depends on how confident you want to be in your test statistic. A critical value is associated with a 
confidence level - the most commonly used confidence level is 95%, although 90% and 99% are also used. Other factors, 
like the sample size, determine which critical value you use to conduct your test. The relationship between confidence 
level, t-statistic, and the probability density function is explained in more detail on the following page. 
 
In the statements below, α below refers to the significance level. Commonly used significance levels are 1%, 5%, and 
10% - these are associated with the aforementioned confidence levels. 
 
For a two-sided test: 

   
 
 

For one-sided tests: 
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