Chapter 6:1ntroduction to
Operant Conditioning

Lecture Oveview

Historical background

— Thorndike — Law of Effect

— Skinner's leaming byconseqiences
Operantcondiioning

— Opeantbeharior

— Opeant consegences: Reinforersandpunishers
— Opeant anteedents: Discriminative stimuli

Operantcontingences
Postive reinforeement: Further dgtinctions
— Immediatevs. delayedreinforcement

— Primary & semndary reinforcers
— Intrinsic andextrinsicreinforcement

Shaping &Chaining




ClassicavsOperant Conditioning

* In classcal conditoning the response
occuss at he end ofthe simulus chan

— Forexampk:
» Shock- Fear
* Tone: Shock- Fear
* Tone - Fea
— Studyof reflexive behavbrs

ClassichvsOperant
Conditioningcont

» Operant condioning —study of goaloriented
behavor

— Operantcondiioning reers to changegin behavor that
ocaur

» Operant Behawrs —behaviors that ae influenced
by
* Operant Condioning —the efects of those




Historical Bakground

 Edwin L. Thomdike 1898

— Inteestin anmal inteligence
— Believad in system#c investgation

— Formulated the Law of HEfect:

» Behaviors thatlead to a sasfactory
stae of affars arestrengthened or
“stamped n”

» Behaviors thatlead to an
unsatgactory or anoying stag¢ of
affairs areweakened or &amped ouit

Thorndike’'sPuzzle Box
Experiment

e Placed a hungry ctin a puzle-box - :
(cage and a smalamountof food
was placedjust ouside the aor

* To getto the food the atcould open
the dbor bypressng a ever

 Initially, the atstried a number of
behaiorsto escpe befoe stimbling
agosscorrect response

+ Thorndke wasinterested in how
longit took the atto esc@e when
placedbackin the box

* DV = the lateng for the casto
es@pe &ross a nuiver of trials




Thorndike’sPuzzleBox Reslts

Trial 1 - nore than 150
seconds tosape

Trial 40 = 7 seconds s |

Behaviors thatopenediie
door were fdlowed by
consequeces (esqae,

3

&

Time Reguired in Fxaps iec]
("]
=

food) |

* Operantcondiioning — the . |!' . Lﬂ
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followed it frak

Resuls far 1cat oer anumber of trals

Thorndike’sPuzzleBox

Conclusions

* Thorndke arguel thatthe
behavior was noinsightor
intelligent, becauselte cas
would haveescapd from the
cage immediately on every
trial dter discovering the
“solution”

— What he obsevedwas a stady
dedine in he frequency of

behaiorsother thanthe
“correct” one

— Even showingthe catwhatto
do did notaffectescape
latengy

Moment of
’/insighl

Actual performance

Time to escapt—>

“Intelligent” performance

Trials —*




Thorndike’sLaw of Effect

* Thomdike reasond the eponse thabpenedthe
doorwasgradudy strengthened, wheas
responss thatid notopen thedoor were
gradualy weakened

* He sugpected thasimilar procesesgoverned all
learnng
* Lawof effedt

— Behaviors leading to adesired sta of affars are
strenghenedwhereas those lading to an
unsatgfactory stae of dfairs are we&ened

Skinner

» Skinner systemtized opeant
condtioning researfc usng
the Skinner Box

* He deveed methodsthat
allowed theanimal to repeat
the operantrespons many
times in tie condiioning
situdion

o Studia leve pressng in ras
& pecking in pigeons

* In Skinner’s expgments the
DV =response rat




Skinner

» Skinnerbelievedbehavpr could be chssfied into
two subcategosas

1. Respondentehavior
2. Opegantbehavior

* Proposed thatoluntarybehaviorsare contolled
by their consequaces (ather thanby precedng
stimuli)

» Operant condioning

— Thefuture probaili ty of abehavior is affected by the
consequrces of théehavor

Operant Behaor

* Operantbehavor

— Theconsequeres thafollow a cetain respons, affea
thefuture probaility (or strength) oftie response

Press Leve- Food
Press Leve— Shock

— Operantbehavorsare elcited by theorganism
(voluntary)
— Operantbehavor definel as aclass of response
* e.g, class=
» Butexact response coulbe (fast slow; hard; soff)
» Easerto predct class of behavioithan exatresponse




Reinforcers& Punishers

* Operant Consguences Reinforcas & Punishers
* Foran evento be aeinforcer, it must

1.

2.

* Foran evento be gunisher, it must
1.

2.

Reinforcers& Punishers

* Symbok in operantonditioning
Presd_ever (R)- Food (%)

Presd_ever (R)- Shock (%)

» Teminology
* Reinforcenent and punishment rier to

» Reinforcers and pudhersrefer to




Operant Conditioning

* Operantantecedats: Discriminative stimuli

— Discriminative simuli (SP) — signd that when pres# responses
are reinbrced; when absent responsesre notreinforced

Light (SP) : PressLever (R) —» Food &)

— Discriminative simuli for punishnent (S°) — signalthat when
presentresponses are punishedhen abset reponseare not
punishnent

Light (SP) : PressLever (R) » Shock (9)

— Discriminative simulus(antecedent),operant behavior (response)
& conseqlen@ =threetermcontingency

Operant Conditioning

* Discriminative stimulus

— The animal is trainal togive the &rget behavior only when a
patticular simulusis presented

— Behavior isreinforcedin the presaece of the dsiredstimulusbut
notin the presene ofother stimuli

Kidsat school:swedng  — approvd
sPb R SR(reinforcer)

Grandparents:seaing - appiovalremoved
SN R SP(noreinforcer)




Operant Consplences

» The consequees ofthe behawor can ether
be appeittive or aversive

— Appetitive: a congquence thahe organsm
wants

— Aversive: a consequecethe organsm wants to
avoid

» Contingencieof reinforcementor
punishmentinvolve the

4 Types of Contingencies

e Reinforcement e Punishment
— Postive — Postive

— Negadive




PositiveReinforcement

» Postive rinforcement
— Presenttion ofan appeitive gimulusfollowing a
response
Press Leve(R) —» Food (SF)
— Theconsequere of food l@ds tancreasein lever
pressing
— Examples
» Praise foma eacdher ater askinga goodguestion
« Rewad money forreturning dostitem

NegativeReinforcenent

* Negdive renforcemant

— Renoval of

Press Leve(R) - EscapfAvoid Shock ($)
— Theconsequere of escping the shockdads toncreae

in lever prasing

— Negatve ranforcement involves esgae & avoidane

* Escpe-

— Exampk: Take an gdrin — muscé pan ga@s away
» Avoidane -

— Exampk: Take an garin before exrcisng — prevens musat pain
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PositivePunishnent

» Postive punishnent
— Presentatn ofan aversre stmulusfollowing
a response
Presd_ever (R)- Shock (%)
— Thecongquence oftsockleads tadecreas in
leverpresing
— Exampks:

e Squirt waer on cawhen thg sharpen clavs on
furniture

NegativePunishment

* Negatve punifiment
— Removal of an appetive stimulus followinga
respons
Presd_ever (R)- Food Remowvia(S")
— Theconsquence ofdod emovalleads to
decreas in leverpresing
— Exampks:

» Taking a by away from ahild who mibehaves
with it.
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Practice Examples

A professorhasa policy ofexemptingstudentsfromthe final examfi
they naintain perfectattendanceeduring the quarte. His students’
attendance inceasesdramaticdly.

Cindy isa vewy quiet, introverted, hardworking 5t grader who gets
straightA's butwho neve voluntees in classhasonly one fiend and,
in generd, seemsd be scagdto deah of people Her teacheris
patticularly impresed with Andy’s performanae onan arithmetic test
andannounes b the classhat since Cndy gotthe highesgrade, she
will lead the pledje of allegiane eveyday for a wek.Cindy’ s
performance orthe nect arithmetic estis quite poorThe number of
comrectanswes she giesdropsto the lowesshe haever had

You check he win returnsloton a payelephone andind a quarter.
You find yousself cheking other telephoreover the nect few days.

More Practic&xamples

Your father givesyou a cedit card atthe end of your firstyear in
college beauseyou dd so well. Asa resulf your grades continueat
get better iryour seond yer.

Zadhary getsnto so muchtrouble inone dternoon(he pour ougll his
siser’s perfume,climbsoutthe window onb the roofand many other
similar thingsin a short perioaftime.)His moher tells hin that he
cannotgo onthe canping trip thathis besfriend invitedhim on.He
stopsmishehaving.

Your handsare cold so yoyputyour gloves onin the future,you are
more likelyto put gloveson when itscold.
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Operant Contingencies

« Behavor modiication is oftenmore

eff ective with pogtive reinforcement than

with punishment

Exampke
If attemptngto stop ahild’s tantums itis
betterto postively reinforce behavior when he
childis not misbehavng, than tgunish the
childwhensheis misbenaving. The attenonhe

receves durngthe punshment might ao be
rewarding.

PositiveReinforcement-Further
Distinctions

» Immediatevs. delayel reinforcenent
* Primary & secondgy reinforcers
* Intrinsic and gtrinsicreinforcenent

13



PositiveReinforcement-Further
Distinctions

* Immediatevs. delayel reinforcenent

— Themore mmdliate thereinforcer, the strongeits
effect on bdavior

* Dickinson Watt & Griffith (1992)

— Rats weae tranedto press a éverto obtan
food

— Dickinsonet al, delayed the time betwee
pressnglever andbtaning food between 2
& 64 seonds

Immediatevs delayed
reinforcement

An increase irthe celay of food for jug a few seondsresuled in
consicerably kessrespondng

Responihg aimostceased by 64econds

Resultsnitially interpretad as a memory eficit— ie., the ras forgot
which respone produceal the food

Subgquent sudies have shown that
rats have acdlent memory

The problen is thatthe ras could not
figure outwhich respong produced the
food

Reinforcement delay allowel ratstime
to engage irother behaviors

N
[=]

jury
o

Bar-presses per Minute
=
o w

1 1 1
0 20 40 60
Delay of Reinforcement in Seconds
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Immediatevs delayed
reinforcement cont.

* Theimmedacy of the eward is animportant
factorin

* Logan(1965)
— Trained hungry res to run through anazeto getfood

— At one it the raswould gd an immediatereward of a
smal amount of food

— At anoher ext they would get a &rge anount of food
after a bref dehy

Immediatevs delayed
reinforcement cont.

Examplel
Y ou initiate abehaviormanagenentdrategy to
increase ge-conact in a chid with autism.lt is best to
immediatdy reinforce theoccurrace of ge-conact;
delaying te renforcemant endles thechild to engge
in someother nappropriée behavior (eg., self
stimulation), which could inadvetenty be renforced
by thedelay.

Example2
May explain why people smoke mardtes Short-erm
reinforcing propeties(e.g., reduced axiety) outweigh
delayed rénforcing propertis(e.g., live longer)
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Primary & Secondary Reiwircers

Primary Renforcers

— Primay reinforeersare hos thatdo notrequire
specal training for their propetiesto be remnforcing

— Naturdly appettive reinforcersare thosehat ae
neassry for thesurvivd of the gpecies (eg., food,
water, $x)

— Effectiveness of primg reinforces (e.g., food,water,
sex) ardanfluenced by dprivation & satiation

— Resegchers in he 1950s aconulated evdencethatnot
all primary reinforcerswere neessry for aurvival (and
thistype of primary reinforcerwas NOTinfluenced by
deprivation & satation)

Primary Reinforcerscont

Butler (1954)
— Monkeys plaed in enclosed age with tvo wooden
doors

— Blue door =can see xperimentd room for 30 seconds
(visual gimulation)

— Yellowdoor = opaquecreen (no sensory stutation)

— Monkeys connually pused blue door (onaubject
responded onwery trial for 19 hours strght!!!)

— Suggests thatisual stmulaion is alo a primary
reinforcer

— Suggests thatisual stmulation is not
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Primary & Secondary Reiwircers
— Secondsgy reinforersare karned byeing associted
with someotherreinforcer
« Examples money pointsto redeemforreward, tickets o
redean for prizes,pregige/statusetc.
— Wolfe (1936)
» Trained 6 chimpanzesto place tokens (pokertips) ina
macine (‘chimp-o-4mat”) to obtain graps& bananas,etc.
* They had tooperate a havylever toobtain bkens
* Wolfefound thathliey would work as had toobtain bkensas
they would toobtain direct accessto grapes
* Chimps would éo hoardtheir chipgsave thentorlater)
« Blue tokenfor 2 graps,andwhite tokenfor 1 grape - himps
learnedto value blue tokens ore
« Whenteged inpairs the dominant ape would puslaside
subordnate geto work lever dominant ape would alsotsal
tokens fromsubodinate ape

¢ Similar tohumans!!

Intrinsic andextrinsic
reinforcement

» Operantbehavios can aso becom
reinforcing

Exanple

Aid workes whovisit foreign countres in
times of crsis (R) are paised in the radia for
their work (SR). Overtime, theactof helping
becomes reiforcingeven nthe abgnce of
externalpraise.
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Intrinsic vs Extrinsic
Reinforcenent

Intninsc reinforcement

— Reinforcement sprovided bythe at of peforming the
behavior

— Example do quitting because you findg
satdyi ng/enjpyable

Extrinsic reinforcement

— Thereinforemaent provided byhe exernal
consequgaces of théaehavor

— Example Child who deans up his roommiorder to
receive praise fromparents.

— Example Juggle bls 20 times in a row to reeive 25
cents.

Problem wth Reinforcenent...

Here’s a poblem:

— What if you wantto
reinforce abehavor but it
neve appeasto occur?

» Example: reinforce a
monkey for “playing” a
guitar

— If you can't reinforce a
behavior until it occurs,
how can yougadt a
complex béiavior using
operant condtioning?
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Answer:. Shaping

» Shaping nvolves rewardig
succesive gpproximationsof the
target bénavior (eg., dolphin
jumping through @oop)

— At first the animals reinforced for
any behgior that vagudy resembles
the arget behavior (e.g, swimring
nea the hoop)

— Next the animals only reinforced if
a closer pproximaton isgiven
(e.g.,touchingthe hoop)

* Then swimming throughthe
hoop -- henraise he hoop and *
mustdo a smalljump,etc. ‘

— Finaly theanimal is only reinforced
for performing the tagetbehavior
(i.e.,jumpingthrough the hoop)

Chaining

e Chainng -




