                CHAPTER 1: INTRODUCTION
                In modern digital communication systems, the possibility of data corruption during transmission and reception through a noisy channel medium is high. This data or message corruption in the communication medium is due to the effect of the environmental interference and the physical defects in the medium, which leads to the injection of random bits into the original message and corrupts the message. In order to have a reliable communication through a noisy medium which has an unacceptable bit error rate (BER) and low signal to noise ratio (SNR), we need to have Error Correcting Codes (ECC). 

                  Error Correcting codes are gaining importance in new technology systems, where it becomes a necessity to have an ECC employed in the system. For example, server systems with high speed bus peripherals like PCI Express and high speed hard drive interfaces like SATA and SAS make use of ECC to correct multiple errors while transferring the data. 

1.1 BACKGROUND OF PROJECT
Error correcting codes are used in digital applications, space and satellite communication, network communication, data storage media, and cellular telephone networks. Error Correcting Codes add redundancy in the transmitted data, allowing for the receiver to detect an error and correct it. The error correction is based on mathematical formulas and is implemented by adding parity bits to the original message bits during transmission. The addition of the parity bits to the message makes the size of the message bits longer, thereby forming the “codeword”, and this codeword could be decoded in the destination to retrieve the original message bits. There are various types of error correcting codes that are used in present day digital systems and are based on the type of errors expected, the communication medium’s expected error rate, and whether or not re-transmission is possible. Some ECCs that are extensively used in the modern digital communication systems are BCH, Turbo [1-3], Reed-Solomon [4, 5], Viterbi [6-8], and LDPC [9-12]. All these codes differ from each other in their complexity and implementation. 

1.2 GOALS OF PROJECT
This project discusses various error correcting codes and focuses on the high speed hardware design for the (15, 5) BCH code. The same design could be implemented for long BCH codes which are capable of correcting large number of errors.  

The BCH encoder and decoder design is a High Speed design and uses Inversion-less Berlekamp-Massey algorithm architecture. The behavior BCH decoder is described in Verilog HDL and the simulation of the code is done in Xilinx Model Sims. The design is then synthesized to generate gate level design using Xilinx ISE 8.li Web Pack. The design steps, the input signals and the outputs signals, the simulation of the design and the synthesis results are shown in the forthcoming chapters. 
1.3 ORGANIZATION OF PROJECT REPORT
The project report is organized as follows: 
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