CHAPTER 15

STATISTICAL TESTING OF DIFFERENCES

Mathematical differences

Statistically significant

Managerially significant

Hypothesis Testing.  May be objective (produce certain temperature) or subjective (meeting a service level)
1. State null and alternative hypothesis.  Mutually exclusive

2. Choose test statistic:  depends on type of data available and insight sought.  Distributions, means, proportions

3. Decision rule regarding the acceptance or rejection of the test:  What up-front qualifying criteria will you establish e.g., support at 95% confidence level.

Be aware that chance (random) and/or administrative/sampling error may be present.

4. Calculate value of test statistic:  run data through formula

5. State conclusion:  Accept or reject hypotheses.

Type I (alpha) errors.  Reject the null hypothesis when it is true.  Minimize by having adequate sample size, improved confidence.

Type II (beta) errors.  Accept the null hypothesis when it is untrue.  Again, sample size will minimize.

By rejecting a null hypothesis, you are accepting the alternate hypothesis.

Hypothesis testing can be One-Tailed or Two-Tailed

This depend on the nature of the investigation and what the researcher is demonstrating with respect to the null hypothesis.  Sometimes the hypothesis may include two expected conditions and therefore creates a two-tailed test.

One-Tailed:
• “We expect that you will rate your dining experience in positive terms.” (Alt, you rate in negative terms).  Data array skews positive.

Two-Tailed:
• “We expect that you will rate your dining experience in either positive or negative terms.”  (Alt, you rate in neutral terms)  Data array may create “U” shaped distribution.

Either test could be conducted on a single set of values for a selected variable.

Chi-Square Test:  p. 465
Test of goodness of fit between the observed distribution and the expected distribution of a variable.  Used for Metric data (integer, ratio).  Answers the question - “Does the observed pattern of frequencies (NOT means) correspond to an expected pattern?”  

The seed value for the Chi-Squared test (R2) is the correlation coefficient, which can vary from –1 to +1.  The closer to zero the correleation coefficient, the weaker the correlation.  A Chi-Square figure is always a positive fraction, as it is squared.

For tables with two rows and two columns, use the Pearson chi-square (also known as Pearson’s Correlation Coefficient, p. 509). Other related tests are available managing any number of rows and columns.  Pearson’s is used for Metric data.
Where both, rows and columns contain ordered values. Use the Spearman’s correlation coefficient (p. 509).  Spearman’s rho is a measure of association between rank orders. This is a measure of linear association between the variables.   Spearmans is used for Ordinal data.
Kolmogorov-Smirnov Test:  p.469
• 

A test of goodness of fit between the observed distribution and the expected distribution - using Ordinal data.

Kolmogorov-Smirnov One-Sample Test

 Used to test the hypothesis that a sample comes from a particular distribution. The value of the Kolmogorov-Smirnov Z is based on the largest absolute difference between the observed and the theoretical cumulative distributions.

Kolmogorov-Smirnov Two Sample (Z) Test

 A test of whether two samples (groups) come from the same distribution. It is sensitive to any type of difference in the two distributions-- shape. location, etc. The test is based on the largest difference between the two cumulative distributions.

Z-Test:
• Hypothesis test used for a single mean if the sample is large enough and drawn from a normal population.  Usually for samples of 30 and above.

Video store comparison to competitors.  Mean from 5 point rating scale is 3.4 w/Std Deviation of 1.9,  n=200.  Hypothesis is that value will be 3.0 (average).
Std Error = Std Deviation/Square Root of Sample Size.

.13 = 


1.9      /      14.14

Z value = Actual mean-expected mean/Standard error.

3.07 = (3.4-3.0)/.13

Critical Z values are pulled from tables, Appendix 2, Exhibit 3.  Calculating critical values is similar to 

A test statistic which, for sufficiently large sample sizes, is approximately normally distributed. Often it is the ratio of an estimate to its standard error.

t-Test:   
• Hypothesis test used for a single mean if the sample is small. Usually for samples below 30.  Industry says 36.
The One-Sample t-Test procedure tests whether the mean of a single variable differs from a specified constant. 

Example to calculate on p. 472.  1,087 cases/week is not statistically different than 1,000 cases/week.  
Examples of Z or t test applications. 
A researcher might want to test whether the average IQ score for a small group of students differs from 100. 
A cereal manufacturer can take a sample of boxes from the production line and check whether the mean weight of the samples differs from 1.3 pounds at some confidence level.

Proportion in One Sample:
• Test to determine whether the difference between proportions is greater than would be expected because of sampling error..

Two Proportions in Independent Samples:
• Test to determine the proportional differences between two or more groups.

A criterion used to measure the association between two variables. It is the proportional change in error when predicting the values of the dependent variable based only on its distribution, and when predicting it based on knowledge of the independent variable.

Hypothesis testing:  Tests the difference between groups of data
•
•
Analysis of Variance - ANOVA:
• A test for the differences among the means of two or more variables.
  A method of testing the null hypothesis that several group means are equal in the population, by comparing the sample variance estimated from the group means to that estimated within the groups.

In SPSS, when analyzing means, you choose one or more subgroup statistics for the variables within each category of each grouping variable: sum, number of cases, mean, median, grouped median, standard error of the mean, minimum, maximum, range, variable value of the first category of the grouping variable, variable value of the last category of the grouping variable, standard deviation, variance, kurtosis, standard error of kurtosis, skewness, standard error of skewness, percentage of total sum, percentage of total N, percentage of sum in, percentage of N in, geometric mean, harmonic mean. You can change the order in which the subgroup statistics appear. The order in which the statistics appear in the Cell Statistics list is the order in which they are displayed in the output. Summary statistics are also displayed for each variable across all categories.

Click ANOVA table and eta to obtain a one-way analysis of variance, eta, and eta squared for each independent variable in the first layer. Eta and eta squared are measures of association. Eta squared is the proportion of variance in the dependent variable that is explained by differences among groups. It is the ratio of the between-groups sum of squares and the total sum of squares. Tests for linearity yield R and R**2, which are appropriate measures when the categories of the independent variable are ordered. R and R**2 measure the goodness of fit of a linear model.

One-Way ANOVA procedure produces a one-way analysis of variance for a quantitative dependent variable by a single factor (independent) variable. Analysis of variance is used to test the hypothesis that several means are equal. This technique is an extension of the two-sample t test.

In addition to determining that differences exist among the means, you may want to know which means differ. There are two types of tests for comparing means: a priori contrasts and post hoc tests. Contrasts are tests set up before running the experiment, and post hoc tests are run after the experiment has been conducted. You can also test for trends across categories.

Example. Doughnuts absorb fat in various amounts when they are cooked. An experiment is set up involving three types of fat: peanut oil, corn oil, and lard. Peanut oil and corn oil are unsaturated fats, and lard is a saturated fat. 

Task:  Determine whether the amount of fat absorption differs for saturated and unsaturated fats.

Statistics. For each group: number of cases, mean, standard deviation, standard error of the mean, minimum, maximum, and 95% confidence interval for the mean. 
