MGMT 121            CHAPTER 17          Multivariate Data Analyses
Opening vignette:  Importance of various web design features with respect to repeat visitation.  Ranks and identifies magnitude of importance.
Item
Factors  (explain rating)

Content
74

“Enjoyable” experience
.71

Layout
.68

Degree of Uniqueness
.66


Correlation (regression)

Ease in finding info
.64

Exciting
.61

Visually attractive
.58

Easy to navigate
.54

MULTIPLE REGRESSION, p. 523:  

1. Predict level of dependent variable based on level of independent variables.
2. Multiple regression formula very similar to bivariate regression.  Fits data to a multidimensional plane, rather than to a single line.

3. Coefficient of determination (R2) values of “0” to “1” measures variation in Dependent variable that is explained by the independent variables, e.g. .75 means 75% of the dependent variable variation is explained by the independent variables.

4. Regression coefficients estimate effect of each independent variable on the dependent variable.

MANAGING/CREATING DATA FOR MULTIVARIATE ANALYSIS

Dummy Variables, p.525.  Nominally scaled data (ethnicity) being assigned a value for analytical purposes.  Bivariate value(s):

Female
Male

Gender
1
0


X1
X2
African American
1
0

Asian American
0
1

Latin American
0
0

European American
1
1

Collinearity.  “Autocorrelation” in residuals noted where correlations between independent variables >.30.  If observed, drop one of the variables or form a single new composite variable.

Causation.  Similar to validity.  Is the measure “true” or spurious?  Somewhat subjective.

Scaling coefficients.  Standardizing variable measures.  Nominal, ordinal and metric data all set as having similar continuum.
Sample size required for R2 relative to number of predictor variables.

The “n” should be 10X to 15X the number of independent variables.

DISCRIMINANT ANALYSIS, p. 529:

Dependent variable is nominal or categorical, rather than metric.

Independent variables may be metric, nominal or categorical.  Measures the differences between two or more groups.

Discriminant (Z) score:  Independent variables with large weights help predict in which category (dependent variable) an individual or object belongs.

CLUSTER ANALYSIS, p.532:

Unlike Regression and Discriminant analyses, there are no dependent variables.  Essentially, all variables are treated as independent with respect to their mechanical manipulation.

Assigns an individual or object to a group that has similarities within their group (homogeneous) and differences between other groups (heterogeneous).  Often a four-square matrix.  Number of clusters depends on the number of combinations that can be isolated from one another. 
Oftentimes, groups may be similar on several dimensions but significantly different on other dimensions.  Cluster analysis seeks to amplify the differences so as to surface actionable heterogeneous groups.

FACTOR ANALYSIS, p.540:

Data Simplification.  Looks at identifying sets of important measures (often from rating scales).  Factors are combinations of variables, each weighted according to how much it contributes to the variation of the dimension being measured; e.g. Luxury vs. Sport (p.538).  The weights on each must equal 100%.
Factor loading.  Pairs of factors are computed for each respondent.  Values range from -1 to +1 (close negative or positive association).  Stronger “loads” indicate stronger associations in describing the composite factor being measured.

Factor labels.  In this case, Staying in Touch, Cost, Sound

PERCEPTUAL MAPS:

Dichotomous descriptors, with presence of product/brand/performance etc, positioned on the map.  Uses a correlation matrix for each pair of variables.   This information can be extracted from a factor analysis, above.

CONJOINT ANALYSIS (trade-off analysis), p. 543:

May be more subjective and apparent than when more sophisticated analyses.  Rather than developing the cluster of attributes from data, the attributes are clustered before being evaluated by respondents.  Then, people are asked to swap less desired options for more desired options.  Respondent must rank each item, high to low.  Process results in utility values that aid in producing the most desirable product to satisfy an individual’s needs.  If there are enough individuals with that set of utilities for the company to address the market profitably, a product might be developed.
1. Identify and collect most important trade-off data

2. Estimate individual buyer preferences

3. Predict choice based on characteristics.

Classic model is automobiles where brand origin (country), style (sedan, SUV, sports…), price, perceived quality, etc. are the plots.
Survey effect (experiment) can be pronounced regarding the feedback obtained.

